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The goal of ubiquitous computing is to create ambience in which one’s experiences and quality of life are
improved by monitoring and assisting people using ubiquitous technologies and computation in coherence.
The continuous advancements of involved technologies, such as wireless communications, mobile devices,
and sensors, imply fast evolution of ubiquitous computing environments too. The complexity of these envi-
ronments is reaching a point where traditional solutions simply no longer work. The environments are in
need of computational techniques that can deal with the evolution and uncertainty of ubiquitous computing
environments dynamically and automatically. Artificial Intelligence (AI) can contribute towards satisfying
this future scenario in many ways, while numerous approaches inspired by work in the Al planning commu-
nity have already been designed for ubiquitous computing. We devote this study to investigate the current
progress of Al planning for ubiquitous computing by analysing those approaches. We rigorously search for
and select relevant literature out of which we extract qualitative information. Using the extracted qualities,
we derive a generic framework that consists of aspects important to planning for ubiquitous computing.
The framework’s main purpose is to facilitate the understanding of those aspects, and classify the literature
according to them. We then analyse the literature in a consolidated way, and identify future challenges of
planning for ubiquitous computing.
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1. INTRODUCTION

Ubiquitous computing tends towards revolutionising the way we live in terms of com-
fort, assistance, and safety by cooperatively utilising diverse technologies and various
forms of computation to monitor and assist us. While wireless communications, mo-
bile devices, and sensors are prominent examples of the rapid technological progress,
the development of computational techniques is yet a challenge. Ubiquitous comput-
ing environments are often computationally enabled by predefining sequences of de-
vice actions that are usually executed under predetermined conditions and in well-
known situations. Such approaches are shown to be too limited to handle the dynamics
and uncertainty of these environments, to deal with a large number of environment
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conditions, to support the needs of those populating the environments, and even to
achieve some global environment objectives, such as energy saving. Let us illustrate
these issues concretely in the following adventurous scenarios.

Theodore, a writer, bought a new home that has several rooms. While each room is
equipped with various home appliances, such as a TV in the living room, the home has
recently been enriched with numerous unobtrusive devices, such as movement sensors,
door actuators, gas-leakage sensors, etc. Theodore also bought Tars, a domestic robot
that can sense human presence, clean rooms, move around the home, pick up and drop
items, and help and support Theodore. This home of Theodore is precisely an example
of a ubiquitous computing environment [Weiser 1999].

Theodore now purchases a system to handle his requests, anticipate his activities,
coordinate all devices and appliances, cooperate with Tars, and take care of the home.
The system he obtains is named Samantha.! Suppose Samantha has a large set of rules
for triggering device actions predefined for typical situations in homes. For example,
Samantha can instruct Tars to clean rooms from dust in such a way that he does
not disturb Theodore. In reality, the needs of Theodore are more personalised and
involve spatial and temporal properties for which Samantha may fail short of rules.
For example, Theodore wants the kitchen and bedroom clean with some items to be
delivered to him at the same time. Samantha has to be able to come up with the best
plan that satisfies this objective.

One day Theodore decides to prepare lunch, and while he chooses the dish from
the menu, Samantha takes the dish’s recipe and selects plans for Theodore to follow.
During the selection, Samantha finds out that an ingredient is missing that cannot be
replaced with any of the available ones in the kitchen. Samantha runs out of options,
though a solution exists. For example, Tars can go to the storage room and get the
missing ingredient. In this way, Theodore can still cook his dish. Suppose Theodore
gets the ingredient eventually, and at some point during cooking, Samantha detects
a dangerous situation, a gas leak. She triggers a predefined goal for such situations,
and selects a safety plan consisting of instructions for Theodore to leave the home,
and actions to close all doors leading to the kitchen so as to isolate spreading of the
gas as much as possible. At the same time, Samantha issues actions for pulling up
window blinds and opening the window in the kitchen. However, it happens that the
blinds are stuck, which prevent the window from opening. Samantha finds herself in
an unexpected situation for which there are no predefined plans. Uncertain situations
such as these are rules rather than exceptions in ubiquitous computing environments.

Ubiquitous computing is therefore in need of techniques that go beyond predefined
solutions, and act intelligently and autonomously. The field of Artificial Intelligence (AI)
focuses on developing highly flexible and effective systems for intelligent behaviour,
where Al planning or automated planning provides means for automated and dynamic
creation of plans [Ghallab et al. 2004]. Planning requires a goal, an initial state of an
environment, and some knowledge to select and combine courses of actions that, when
executed, achieve the goal.

Planning is recognised as a central technique to achieve intelligent behaviour of
ubiquitous computing environments by virtue of its general capabilities to search in
a large space of possible solutions to a given planning problem, reason about space,
time, and resources, address dynamism and uncertainty, support the heterogeneity
of constituents of environments, and support modelling of knowledge with reasonably
expressive constructs. The result is numerous studies that aim to use planning in differ-
ent types of ubiquitous computing environments. Yet when it comes to characterising

ITheodore, Samantha and Tars are inspired by the eponymous characters in the films “Her” [Phoenix and
Johansson 2013] and “Interstellar” [Irwin 2014].
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what exactly the current research of automated planning for ubiquitous computing
consists of, and whether and how it might proceed in the future, there is no analysis
in the literature. Existing efforts in using planning for ubiquitous computing differ
in too many extents and have unclear premises in relation to the questions of what
kind of planning problems are being solved, how problems are modelled, how plan-
ning systems are actually designed, and how those systems are used and evaluated in
ubiquitous computing. In light of these ambiguities, it seems prudent to methodologi-
cally analyse and improve this situation. On the one hand, a well-developed analysis
could produce means that can be used to support designs and developments of future
ubiquitous computing systems. On the other hand, analysing planning from the per-
spective of ubiquitous computing may raise challenges different than those found in
the discerning trends in the general progress of automated planning.

We aim to look into these ambiguities by analysing a full range of relevant literature.
Our contributions are listed next.

—We develop a rigorous methodology to acquire and select existing relevant literature
and extract qualitative information from the literature.

—We derive a generic framework for planning for ubiquitous computing from quali-
tative information. The framework consists of a set of dimensions each defining a
particular aspect. The framework can help ubiquitous computing developers make
decisions regarding designing and implementing systems based on planning, and
future efforts to orient their research in an appropriate direction.

—We classify the selected studies according to their spectrum of supported dimensions,
and analyse each of these dimensions as invoked in the studies.

—We derive the limitations of the current progress in planning for ubiquitous comput-
ing, aiming at improved perspectives for both ubiquitous computing and planning.

The remainder of the article is organised as follows. Section 2 briefly introduces
automated planning and our methodology. Section 3 presents the selected relevant
studies and the basic structure of our framework. The next three sections gradually
develop the framework into more details by defining its dimensions, and classifying and
analysing the relevant studies according to those dimensions. Section 7 provides the
possible directions for future research. Section 8 finalises the article with concluding
remarks. Appendix B presents examples of planning encodings from Theodore’s home,
and Appendix C lists planning systems used in the selected relevant literature. The
online Appendix A presents our methodology in detail and provides some insights into
the year, type, and venue of publication of selected literature.

2. PRELIMINARIES

The task of a planner is to compute a plan as one possible solution to a given planning
problem. The plan computed consists of actions that are provided to the planner for
each domain of interest. Each of the plan actions is then executed into the world. The
following section briefly introduces the meaning of these terms and how they relate to
each other. After this introduction, we turn to the methodology developed to rigorously
search, classify, and analyse relevant literature. For simplicity, we introduce only briefly
the basic steps of the methodology, while we fully account for it in Appendix A.

2.1. Automated Planning

A planning problem consists of an initial state, a goal state, and a set of actions. The
initial state describes how the world is when the planner is invoked. The goal state or
goal describes how one wants the world to be after some plan is executed. The world
in which planning takes place is called a planning domain. In our case, the planning
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domain can be any ubiquitous computing environment. We henceforth refer to world
states as (ubiquitous computing) environment states.

To define actions, we use the terminology of the Planning Domain Definition Lan-
guage (PDDL) [McDermott et al. 1998]. Actions are templates consisting of parameters,
preconditions, and effects. Each action characterises a set of possible action instances
by using the parameters to which values can be assigned to derive specific actions.
Preconditions contain predicates that must hold before an action can be applied, and
effects include predicates that simulate action occurrence. Predicates are statements
that can be true or false, and consist of names and parameters.? A predicate’s name
describes relations between parameters. The combinations of parameters’ values deter-
mine the truthfulness of predicates. Assuming an action’s preconditions hold in some
state, applying the action means using its effects to produce a new state.

A plan is a structure of actions. A plan is a solution to a given planning problem if the
plan is applicable in the problem’s initial state, and if after the execution of the plan,
the goal is satisfied. A plan is applicable if the preconditions for the execution of the
plan’s first action hold in the initial state. The plan execution continues by applying
other plan’s actions in the order specified by the plan. If the goal is satisfied at the end
of plan execution, the plan is a solution to the given problem.

The input to a planner is a planning problem specified in some syntax, commonly
PDDL. A PDDL planning problem consists of two parts: a domain definition and a
problem definition. Each definition is usually written in a separate file. The domain
definition is used to define the actions and predicates, but it also allows one to specify
other constructs, such as types of parameters, constants that have the same meaning
for all planning problems in the given domain, functions to access and update numeric
values, and axioms to assert relationships between predicates that are true in some
state. On the other hand, the problem definition describes the initial state and goal.
For a detailed introduction to PDDL, we refer to McDermott et al. [1998], while for
examples of PDDL domain and problem definition, we refer to Appendix B. The output
of the planner is a plan that guarantees the achievement of the goal. Planning is the
process that connects the input and output. The planner defines a search space and
goes through this potentially large space looking for a point that is defined as a solution.
The search space can be of different forms and structures, where the difficulty of the
search increases with the complexity of space.

The classical approach of solving planning problems relies on several simplifying
assumptions: environments have a finite set of states, the initial state is complete
and fully observable, actions are deterministic, environment states change only by
executing actions, goals are either satisfied or not by plans, plans are ordered sequences
of actions, and there is no explicit use of time [Ghallab et al. 2004]. Clearly, this
approach is too restrictive for environments in which information completeness and
consistency cannot be guaranteed, and plan execution cannot be guaranteed to proceed
as expected. Therefore, much work has focused on developing planning approaches
that relax one or more of these assumptions by allowing incomplete knowledge about
the initial state, partially observable states, nondeterministic actions, actions with
conditional effects, preferences and extended goals, partially ordered plans, durative
actions, etc. We define and describe these concepts as needed throughout the article.

2.2. Methodology

We perform a comprehensive search for studies relevant to our treatment based on
a systematic method [Kitchenham and Charters 2007]. We derive the framework of

2A PDDL predicate has the form (NAME ?A1 ... ?An), where the arguments beginning with a question mark
are parameters.
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Table I. Primary Studies

ID Study ID | Study

S1 Qasem et al. [2004] S28 | Di Rocco et al. [2014]

S2 Ranganathan and Campbell [2004] S29 | Cirillo et al. [2012]

S3 Kotsovinos and Vukovic [2005] S30 | Madkour et al. [2013]

S4 Amigoni et al. [2005] S31 | Ortiz et al. [2013]

S5 Ding et al. [2006] S32 | Milani and Poggioni [2007]
S6 Vukovic et al. [2007] S33 | Georgievski et al. [2013]
S7 Carolis and Cozzolongo [2007] S34 | Garro et al. [2008]

S8 Courtemanche et al. [2008] S35 | Marquardt and Uhrmacher [2009a]
S9 Bajo et al. [2009] S36 | Jih et al. [2007b]

S10 | Liang et al. [2010] S37 | Harrington and Cahill [2011]
S11 | De Giacomo et al. [2012] S38 | Song and Kim [2011]

S12 | Mastrogiovanni et al. [2010] S39 | Plociennik et al. [2009]
S13 | Santofimia et al. [2010] S40 | Honold et al. [2014]

S14 | Bidot et al. [2011] S41 | Caruso et al. [2013]

S15 | Yordanova [2011] S42 | Corchado et al. [2009]

S16 | Sando and Hishiyama [2011] S43 | Bacon et al. [2013]

S17 | Hidalgo et al. [2011] S44 | Chen et al. [2014]

S18 | Kaldeli et al. [2012] S45 | Kockemann et al. [2014]
S19 | Song and Lee [2013] S46 | Yau and Buduru [2014]
S20 | Sanchez-Garzon et al. [2012] S47 | Wang et al. [2015]

S21 | Pajares Ferrando and Onaindia [2013] || S48 | Eppe and Bhatt [2015]
S22 | Fraile et al. [2013] S49 | Jean-Baptiste et al. [2015]
S23 | Ha et al. [2005] S50 | Amato et al. [2015]

S24 | Kriger et al. [2011] S51 | Sukkerd et al. [2015]

S25 | Grzes et al. [2014] S52 | Vaquero et al. [2015]

S26 | Marquardt et al. [2008] S53 | Chen et al. [2016]

S27 | Heider [2003]

dimensions for automated planning for ubiquitous computing from the relevant studies
using qualitative analysis [Corbin and Strauss 2008]. We systematically arrange the
relevant studies according to the framework’s dimensions using a classification process
[Smidts et al. 2014]. We then analyse the studies and aggregate meaningful information
per dimension. Since studies belonging to the same dimension share properties, we can
consolidate explanations effectively.

3. PRIMARY STUDIES AND FRAMEWORK

We select a total number of 53 relevant studies which we refer to as primary studies.
Table I shows the studies, where their references are associated with unique identifiers
used for convenience later for classification. Insights into the distribution of primary
studies with respect to publication year, type, and venue are given in Appendix A.2.
Using the contents of primary studies, we develop our generic framework for auto-
mated planning for ubiquitous computing. Its basic structure consists of the following
three main dimensions, each of which may in turn be split into subdimensions. We
provide details on such structuring when appropriate in the remainder of the article.

—Environments: This dimension deals with questions related to ubiquitous com-
puting environments. It determines what types of requests users can make, what
types of sources that enable environment change can be supported, what aspects of
environment physics are needed, and what sources of uncertainty can be identified.

—Planning: This dimension focuses on questions related to automated planning.
It determines the types of purpose of using planning, types of planning tech-
niques, definition, modelling and representation of planning problems, design and
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Environments

‘ Behavioural inputs ‘ ‘ Behavioural outputs
‘ Requests Preferences ‘ Information services Device operations
Declarative goals Application services Human actions
Procedural goals Robot actions

‘ Physical properties I Uncertainty
’ Spatial properites H Temporal properites Unexpected events
Object locations Metric constraints Action contingencies
Human locations Qualitative relations Partial observability

Fig. 1. Hierarchy of dimensions for environments.

implementation of planning systems, and integration and use of planners in
ubiquitous computing.

—Interpretation: This dimension provides insights into the practical aspects of plan-
ning theories and solutions. The practical aspects refer to the approaches taken
to understand better and demonstrate the complexity and applicability of theories.
Practical aspects may also include technical and qualitative evaluations of solutions,
and examinations of user satisfaction and acceptance of solutions.

4. ENVIRONMENTS

For the environments dimension, we catalogue four subdimensions, namely, be-
havioural inputs, behavioural outputs, physical properties, and uncertainty. Some of
these may be further split into subdimensions. Figure 1 gives a quick overview of the
hierarchy of the environments dimensions. In the following, we define each dimension
and provide insights into the correspondence between these dimensions and planning.

4.1. Behavioural Inputs

We define behavioural inputs as the information representing one’s desires according to
which a ubiquitous computing environment should behave. We identify two subdimen-
sions of behavioural inputs, depending on whether the satisfaction of one’s desires is
required or it is preferred but not required. Requests provide models of desired results
issued for the purpose of achieving a mandatory behaviour, adaptation, or organisation
of environments. One model of requests is declarative goals, which specify explicitly
states of environments that need to be established. It relates to the question of what
has to be achieved in some setting. For example, Theodore requires his bedroom to be
clean. Another requests model is procedural goals, which specify a set of procedures
to be performed so as to satisfy requests. These goals relate to the question of Aow to
accomplish something in some setting. For example, Theodore wants Tars to first clean
his bedroom and then the living room.

The preferences subdimension encompasses individual attitudes towards the envi-
ronment behaviour (or organisation). Contrary to requests, preferences do no enforce
mandatory satisfaction and are satisfied as much as possible. For example, Theodore
may prefer a tomato sauce over ketchup for the chosen dish in the cooking scenario.

The basic connection between the behavioural inputs and planning can be established
through requests, which can be directly mapped to goals in planning problems. As for
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preferences, these are regarded as soft constraints on plans whose quality increases
when more constraints are satisfied. The specification of preferences in planning has
been supported by the syntax of PDDL (version 3.0 [Gerevini and Long 2006]).

4.2. Behavioural Outputs

We define behavioural outputs as acts performed in ubiquitous computing environ-
ments whose outcomes modify the states of the environments. The acts may be per-
formed by various physical objects, such as devices and robots, software components,
and humans. We identify the following five subdimensions of behavioural outputs.

—Device operations are functionalities that specific devices can perform. Device opera-
tions are used to change the states of associated devices. By device we mean a piece
of equipment embedded in an environment that has limited capabilities to interact
autonomously with (other entities in) the environment. Examples of device opera-
tions include setting up a smoke alarm, pulling down window blinds, dimming lights,
etc.

—Human actions represent behaviours to be performed by persons. Human actions are
used to assist or guide people on the path to accomplish their goals or activities. For
example, Theodore can be assisted with recipe steps to prepare his dish.

—Robot actions represent behaviours of robots performed in order to achieve some
goals. Robots are autonomous and intelligent to a certain degree entities, hence their
actions represent a separate dimension. Robot actions can be categorised in two
groups: actions that transform the environment, such as Tars cleaning rooms, and
those communicated to people, such as Tars wishing Theodore a nice evening.

—Application services define purposeful behaviours of applications installed on comput-
ers deployed in ubiquitous computing environments. Applications might be commer-
cial, such as Adobe Acrobat and Apple Keynote, or developed for a specific purpose.
An example of application service could be setting up the recipe steps for Theodore
on slides using Microsoft PowerPoint.

—Information services represent knowledgeable behaviours built by collecting, man-
aging, and reasoning over possibly distributed data. For example, Samantha uses an
information service to find a restaurant for dinner for Theodore.

All types of behavioural outputs are in fact represented as actions in planning do-
mains. The actions representing device operations, robot actions, and application ser-
vices all have a similar purpose—to control some entity. Human actions differ in that
their execution cannot be enforced as it depends directly on the will of involved hu-
mans, but the actions can be used by planners to create human-aware plans [Sisbot
et al. 2007; Hoffman and Breazeal 2007; Talamadupula et al. 2010].

4.3. Physical Properties

Physical properties characterise situations of ubiquitous computing environments with
respect to space and time. People and objects have a physical extension that relates
them to one another and with space. Spatial properties qualify the relations among
entities and their environment. Spatial representations define the types and qualities
of the spatial properties and allow for proper reasoning over these [Aiello et al. 2007a].
There are two ways of spatial representations: one respecting the spatial characteristics
of the underlying models, and the other treating space simply as a set of symbols
without considering any geometrical or physical laws [Aiello et al. 2007b]. We call the
former purely spatial representation and the latter abstract spatial representation.
Consider Theodore moving from his bedroom to the kitchen. In an abstract represen-
tation, one can represent the move as instantaneous. In a “pure” representation, this
would not be possible and the fact that the locations have to be topologically connected
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and that the likelihood of instantaneous actions is little would have to be taken into
account. There is thus an issue related to spatial arrangements, elsewhere known as
spatial realizability [Lemon and Pratt 1997; Kontchakov et al. 2014], and at times also
the need for the consideration of spatiotemporal properties [Andréka et al. 2007].

We identify two subdimensions of spatial properties, depending on whether the spa-
tial relation is with objects or humans. These two subdimensions fall within the abstract
way of representing spatial properties.

—Object locations comprise locations of environment objects. For example, Theodore’s
TV is in the living room. Such locations represent static information often predefined
manually in the calibration phase of the environments.

—Human locations define the position of people within environments. As dynamic in-
formation, the location of humans is usually tracked to the level of some predefined
areas, for example, rooms. More fine-grained information can include the posture and
orientation of persons, which is crucial for many scenarios such as those concerning
people’s safety (e.g., fall detection and appropriate reaction). Such fine-grained spa-
tial information may, however, become a subject to privacy concerns, which have to
be considered when gathering and reasoning over it [Bettini and Riboni 2015].

The interpretation of human behaviour involves reasoning about time. For example,
the activity of washing hands in care centres may be performed in a different time
span by different people. The duration of the activity can be thus personalised with
respect to people’s abilities and health conditions. Temporal properties characterise the
relationship of entities with time. In its generality, the time is defined using tempo-
ral individuals connected by temporal relations [Benthem 1983]. The most common
temporal individuals are intervals and time points.

—Intervals are used to describe activities, where numerous relations between the
intervals can be used to describe the interdependencies between activities, such
as X precedes Y, X meets Y, X same as Y, etc. ((Benthem 1983; Allen 1983]). For
example, consider the gas leakage scenario in Theodore’s kitchen, where the activity
of Theodore leaving the kitchen occurs before the activity of the kitchen door being
closed. If X is the interval in which Theodore leaves the kitchen, and Y is the interval
for closing the door, then the relation would be X precedes Y. We refer to temporal
representations based on intervals as qualitative relations.

—Time points are used to describe the start and end times of activities, where three
relations can be used to specify the constraints between the time points, namely, P
precedes @, P same as @, and P follows @, where P and @ are time points [Benthem
1983; Vilain and Kautz 1986]. For example, the time point when Theodore starts
leaving the kitchen precedes the time point at which the door starts closing. We refer
to temporal representations based on time points as metric constraints.

Thus, qualitative relations and metric constraints are two subdimensions of temporal
properties. Though each dimension captures a different temporal representation, in
general, it is possible to combine both types of temporal representations, which means
that the two subdimensions are not mutually exclusive.

Spatial properties can be represented in planning problems using combinations of
constants, objects, and predicates. As for the temporal properties, there are various ap-
proaches providing support for temporal planning. Many of these are based on durative
actions in PDDL (version 2.1 [Fox and Long 2003]) where metric temporal annotations
are incorporated into preconditions and effects of actions. The temporal annotation
of preconditions indicates explicitly when the associated predicate must hold: at the
start of the action, at the end of the action, or over the action’s duration. The temporal
annotation of effects signifies that the effect is immediate, when it happens at the start
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of the action, or delayed, when it happens at the end of the action. In addition to mod-
elling temporal properties in domains, some planners may induce a temporal order of
actions in plans without providing explicit temporal knowledge in the domains.

4.4. Uncertainty

Uncertainty refers to situations of ubiquitous computing environments in which the
information describing the current state is ambiguous and unreliable due to the inher-
ited dynamism of the environments. The dynamism can be characterised by diverse
and continuous events, the nondeterminism concerning the behavioural outputs, and
partial observability. Accordingly, we split uncertainty into three subdimensions.

—Events happening in exceptional and unpredicted situations are unexpected events.
Recall the cooking scenario in Theodore’s home. The missing ingredient might be
classified as an unexpected event in the given situation.

—Action contingencies indicate states of actions (or operations or services) in which
actions do not work correctly during execution. Action contingencies can be failures
or timeouts. The former happen when action invocations return erroneous responses.
These responses may be simple failures, when actions fail to respond within a lim-
ited number of invocation attempts; Byzantine behaviour, when actions complete
successfully without providing the expected result; and permanent failures, when
entities providing behavioural outputs break down [Kaldeli et al. 2016]. In the gas
leakage scenario in Theodore’s home, the window blinds get stuck, which might be
classified as a simple failure. Timeouts occur when invocations provide no response
after a certain amount of time.

—Partial observability refers to the imperfectness and incompleteness of information
about environment states. State constituents, say, variables, may have different
possible actual values and even unknown values, making the representatives of
behavioural outputs no longer depend directly on such uncertain states. For example,
Samantha might not know why the window blinds are stuck in the kitchen due to
observing only partially the window segment.

Unexpected events and action contingencies interfere with the aspect of predictabil-
ity in planning—planners do not know what may happen when plan actions are exe-
cuted. Common ways to model unpredictability in planning are by incorporating non-
deterministic outcomes and conditional effects into actions. Nondeterministic actions
have alternative outcomes that are completely determined at the time of plan ex-
ecution. Conditional effects enable actions to have effects conditioned on secondary
preconditions. A plan would then contain conditional steps that are chosen depending
on the environment state during execution.

Partial observability interferes with sensing, making environment states not nec-
essarily known. Sensing is the process of observing and providing up-to-date views
of environment states at planning (and/or execution) time. Generally, there are four
sources of information about environment states: the initial states themselves, sensing
actions, observations, and already executed plan actions. Sensing actions are planning
actions executed explicitly to determine the truth value of some predicates. Observa-
tions sense state information automatically. The memory of previous actions is used
to aid the inconsistency of states. Combinations of these and other concepts have been
also used to improve the capability of planning to deal with uncertainty.

4.5. Review of Primary Studies

Table II shows the mapping of primary studies onto the subdimensions of the environ-
ments dimension. The “X” indicates the support of a study for a respective dimension
independently of how that support is provided.
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Table II. The Dimensions of Primary Studies within the Environments Dimension

Behavioural inputs Physical properties
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Declarative Goals. The majority of classified studies have a traditional approach to-
wards representing declarative goals, that is, descriptions of final states, and several
studies incorporate extended forms of declarative goals. De Giacomo et al. [2012] com-
bine maintenance and achievement goals using propositional formulae over domain
propositions. In Kaldeli et al. [2012], extended goals are declarative expressions on nu-
merical variables, temporal constructs, and maintainability properties. For an example
of extended goal, we refer to Appendix B.4.

Declarative goals are interpreted as constraint networks that may include temporal,
resource, symbolical, and information dependencies. In Di Rocco et al. [2014] and Amato
et al. [2015], studies are based on the same planning approach. In Cirillo et al. [2012],
the goal is a logical formula over the state and consists of subgoals each of which
is associated with a value denoting its importance of achievement. For example, let
(dirt ?r 7dv 7i) denote that the dirt in a room ?r should be ?dv with importance of
achievement 7i. Then, if Tars’ goal is to clean the kitchen and bedroom, while more
important is to clean the kitchen, it can be represented as the conjunction (and (dirt
kitchen 0 0.6) (dirt bedroom 0 0.4)). The goals can be violated in some cases at
the expense of a less efficient but valid solution. In addition to these reachability goals,
maintenance goals are supported too.

Procedural Goals. The classified studies adopt an exceptionally conventional ap-
proach towards using procedural goals. A goal is either a single task or a list of tasks,
where tasks are commonly interpreted analogously to the definition of tasks in Hier-
archical Task Network (HTN) planning (see Section 5.2). Incidentally, Amigoni et al.
[2005] enhance tasks with additional information on performance, cost, and proba-
bility of success for each method of a task. The performance parameter expresses the
expected effectiveness of a method, the cost parameter indicates the amount of resource
that would be consumed if the method is applied, and the probability of success gives
the expectation that no failures will occur when the method is applied. While these pa-
rameters might appear useful to ubiquitous computing environments, their semantics
are not defined, and their values should be provided manually by domain authors.

Preferences. A user may select and customise recipes [Kotsovinos and Vukovic 2005],
indicate personalised choices on various devices [Ding et al. 2006; Fraile et al. 2013],
and provide preferences on services [Liang et al. 2010; Song and Lee 2013; Chen et al.
2014], daily activities [Mastrogiovanni et al. 2010; Vaquero et al. 2015; Kéckemann
et al. 2014], domains [Bidot et al. 2011; Yau and Buduru 2014], treatments [Sanchez-
Garzon et al. 2012], timetables [Bajo et al. 2009], companion systems [Honold et al.
2014], and products [Corchado et al. 2009]. In Ranganathan and Campbell [2004], user
preferences are in the form of utility u for each predicate in different contexts, where
u € [—10, 10]. A predicate without a value has u = 0. So, each user has a utility for
each environment state, whereas the utility of the goal state is a linear combination
of the utilities of all entities relevant to the goal. The incorporation, maintenance,
and handling of such preferences becomes cumbersome when predicates and users
proliferate. Finally, willingness or user desires to perform tasks may be captured using
variables that influence such desires [Sukkerd et al. 2015]. For example, the willingness
of cooking task is influenced by whether Theodore is tired. Each value of such a variable
is mapped to a willingness probability. That is, the willingness probabilities for when
Theodore is tired or not are 0.3 and 0.9, respectively.

Device Operations. One group of studies represent device operations as planning ac-
tions directly [Ranganathan and Campbell 2004; Amigoni et al. 2005; Ding et al. 2006;
Fraile et al. 2013; Kriiger et al. 2011; Heider 2003; Di Rocco et al. 2014; Milani and
Poggioni 2007; Georgievski et al. 2013; Garro et al. 2008; Yau and Buduru 2014; Eppe
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and Bhatt 2015; Amato et al. 2015; Sukkerd et al. 2015]. Preconditions typically repre-
sent the state in which a device must be to achieve the desired behaviour. Additionally,
preconditions may encode other properties, such as the device’s spatial attributes,
which include the device location and environment region over which the action has
effects, for example, Harrington and Cahill [2011]. For examples of device operations
encoded in PDDL, we refer to Appendix B.2.

The rest of the classified studies conceptualise device operations using the notion of
service, which is an abstraction of a device operation from its implementation details.
Commonly, a single device may offer one or more services. Santofimia et al. [2010] pro-
pose a semantic model for the relationships between devices, operations, and services.
From our point of interest, the model defines that devices provide services that execute
operations over one or more entities found in environments.? Kaldeli et al. [2012] re-
quire each device to expose its functionalities as one or more Universal Plug and Play
(UPnP)* services. UPnP services provide method calls that constitute UPnP actions
with input and output parameters. UPnP services are translated into planning actions
and augmented with additional semantics for the purpose of planning.

Human Actions. Human actions are primary entities in the domain of assisted living
for implementing applications for care giving [Courtemanche et al. 2008; Bajo et al.
2009; Hidalgo et al. 2011; Sanchez-Garzon et al. 2012], cooking [Kotsovinos and Vukovic
2005; Sando and Hishiyama 2011; Ortiz et al. 2013], shopping [Corchado et al. 2009],
training [Bacon et al. 2013], and system assembling [Honold et al. 2014]. It is practically
difficult to extract a generalisation of human actions because of the diversity of adopted
models and the lack of representation details (for examples of human actions encoded in
PDDL, we refer to Appendix B.2). In addition to being represented as classical planning
actions, human actions may consist of preconditions, a duration, and probability of state
transition Cirillo et al. [2012]. These actions are successful under the assumption that
their duration is fixed and they cannot be interrupted once started. Preconditions are
not required, but if considered, they are verified only at fixed time points, meaning that
the actions are always instantaneous. Sukkerd et al. [2015] use a performance function
in the effect of a human action to quantify the belief of the planner about the human’s
performance of that action in different states.

One different representation of human actions is by using affordances and capabili-
ties, which are regions in a proper space characterised by a set of attributes [Mastrogio-
vanni et al. 2010]. For example, an object affording a capability “to take” is a region in
the respective affordance space characterised by the weight and grasp size attributes.
People have initial capabilities and can acquire new ones by using object affordances.
Say that the object is a vacuum cleaner and Theodore has the initial capability to take
it. By taking the vacuum cleaner, he acquires the capability “to clean.”

Robot Actions. A robot may move to some location, sleep for a certain period, stay in
some position, clean a room, pick up some item, remind a person to take medication,
etc. Part of the classified studies represent robot actions as classical planning operators
(for examples, see Appendix B.2). Carolis and Cozzolongo [2007] describe robot actions
by sets of preconditions and possibly nondeterministic effects. Both sets are associated
with probability values, that is, the probability that preconditions will hold in the cur-
rent state, and the probability that the action will have the effect in the state. In Di
Rocco et al. [2014] and Amato et al. [2015], the same planning approach is adopted
[Di Rocco et al. 2013]. Namely, robot actions are represented using activities, which
are extended predicates that besides variables include a temporal interval, resources,

3 An extended and formalised version of the model can be found in Santofimia et al. [2011].
4www.upnp.org.
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and required and provided information, and temporal constraints describing interac-
tions and dependencies between those activities. Activities can be used to represent
the functionality, preconditions, and effects of actions. The instantiation of activities
either produces information or modifies the state. Kockemann et al. [2014] describe the
conditions and effects of robot actions by attaching state variables to temporal intervals
to model environment information, and by using temporal and logical constraints to
determine possible assignments of the variables involved. Ha et al. [2005] use the con-
cept of service to represent robot actions, namely, as atomic processes in the Semantic
Markup for Web Services (OWL-S) terminology [Martin et al. 2007].

Application Services and Information Services. While several studies aim at incor-
porating application services, only Ranganathan and Campbell [2004] describe their
representation at a planning level, namely, as PDDL actions (for an example, see Ap-
pendix B.2). On the other hand, information services are commonly used within the
scope of mobile applications and are implemented as Web services. Examples of in-
formation services found in the classified primary studies include currency converter,
weather information provider, restaurant finder (which provides a list of available
restaurants), provider of information about the schedule of a person from Google Cal-
endar, translator (which translates some content from one language to another), speech
synthesizer (which converts text to speech), scheduler synchroniser, shop finder, get a
location of facility for baby changing, etc. In most cases, it is unclear how information
services are represented at the planning level.

Spatial Properties. Typically, some form of structure is given to the spatial properties,
such as a hierarchy of locations that represents the being-part-of relation (mereology
[Whitehead 2010]) and at times also includes connectedness information (mereotopol-
ogy [Casati and Varzi 1999]). Though these models are weak from the realizability
point of view, they can offer sufficient knowledge for proper planning.

A general form of object locations is a predicate whose name denotes a spatial re-
lation and its arguments represent objects and locations. Among the spatial relations
considered in the primary studies are at, pos, in, distance, and near-by, all with the
intuitive meaning (for examples, see Appendix B.1). In many cases, it is not the only
requirement that an object (e.g., lamp) is at a specific location, but also the knowledge
about how it affects other objects at or nearby its location (e.g., Milani and Poggioni
[2007] and Harrington and Cahill [2011]). Mastrogiovanni et al. [2010] use the concept
of capabilities and affordances to represent object locations, where in a representation
scale, level one corresponds to furniture and containers inside rooms and level two
represents different rooms. Harrington and Cahill [2011] use a geometric model to
represent device locations.

Human locations are also commonly represented using a predicate abstracted as
(in 7human ?location). Scarcely any study uses more fine-grained information about
human locations (e.g., coordinates are used in Corchado et al. [2009]). Human locations
are extracted from wearable devices, such as radio frequency identification tags [Bajo
et al. 2009; Fraile et al. 2013; Ha et al. 2005; Ortiz et al. 2013; Corchado et al. 2009;
Amato et al. 2015] and mobile phones [Song and Lee 2013], and global positioning
systems [Sando and Hishiyama 2011; Fraile et al. 2013] or other location tracking
systems [Kriiger et al. 2011; Kaldeli et al. 2012; Di Rocco et al. 2014, Jih et al. 2007b].

Temporal Properties. Support for qualitative relations using temporal relations be-
tween intervals is provided by only a handful of studies. The approaches presented
in Di Rocco et al. [2014] and Amato et al. [2015] use robot actions in which temporal
relations restrict the bounds of intervals of activities (recall that these are extended
predicates over variables). Suppose that the moving action for Tars has the following
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two activities: a1, representing the functionality of Tars to move from the bedroom to
the kitchen, and ag, being a precondition and representing that Tars is in the bedroom.
A temporal relation is used to describe that the moving of Tars is constrained by Tars
being in the bedroom, that is, a; is met by ays. Temporal relations between intervals
attached to preconditions and effects of actions are defined in a similar manner in
Kockemann et al. [2014]. The rest of the studies classified in Qualitative relations use
planning techniques that can produce partially ordered plans.

Explicit temporal annotations of preconditions and effects in actions are presented
in the usual way: at the start of an interval and at the end of an interval (e.g., Bajo
et al. [2009], Sanchez-Garzon et al. [2012], Fraile et al. [2013], Di Rocco et al. [2014],
Amato et al. [2015], Kéckemann et al. [2014], and Vaquero et al. [2015]).

Unexpected Events. The primary studies consider two types of unexpected events:
dynamic goals and context changes. Dynamic goals represent updates of current plan-
ning goals for which there is already a computed plan under execution [Bidot et al.
2011; Madkour et al. 2013; Corchado et al. 2009; Bacon et al. 2013]. Dynamic goals
may thus interrupt the plan execution. Other classified studies focus on unexpected
context changes. These may satisfy effects of already planned actions, or invalidate pre-
conditions that were true during planning or action instantiation. These unexpected
events are usually handled by plan repair or replanning (see Sections 5.7 and 5.10).

Action Contingencies. The majority of primary studies provide support for simple fail-
ures, and only few additionally for permanent failures and/or timeouts [Vukovic et al.
2007; Bidot et al. 2011; Kaldeli et al. 2012; Madkour et al. 2013]. The provided support
is based on domain representation, such as nondeterministic effects [De Giacomo et al.
2012; Vaquero et al. 2015], conditional effects [De Giacomo et al. 2012; Marquardt
et al. 2008; Eppe and Bhatt 2015], and other domain-specific knowledge [Ranganathan
and Campbell 2004]; and conditions incorporated during plan execution and recovery
[Vukovic et al. 2007; Bidot et al. 2011; Kaldeli et al. 2012; Madkour et al. 2013; Honold
et al. 2014]. For example, Ranganathan and Campbell [2004] encode additional domain
knowledge in specific actions to inform the planner that action execution can be retried,
if failed. Conditions for timeouts may also depend on the type of actions. For example,
an action invoked to close a door may take a shorter time to execute than an action to
pull down window blinds. A timeout can be set to as much as the time an average fast
action is expected to respond [Kaldeli et al. 2012].

Partial Observability. Constraint networks can cope with information incomplete-
ness by performing “online sensing,” meaning context changes are dynamically incor-
porated into the networks [Kaldeli et al. 2012; Di Rocco et al. 2014; Kéckemann et al.
2014]. Qasem et al. [2004] deal with information imperfectness by sensing based on
local completeness of information and relevance of information sources. When there
is insufficient information to validate conditions, information is sensed from relevant
sources. For unknown values, Eppe and Bhatt [2015] create multiple possible states
and pick the one that contains the missing information provided by sensing actions. The
rest of the classified studies deal with partial observability using observations based on
probabilistic models, such as dynamic Bayesian networks [Kriiger et al. 2011], Markov
decision processes [Grzes et al. 2014; Jean-Baptiste et al. 2015], and other probability
distributions [Cirillo et al. 2012; Harrington and Cahill 2011].

5. PLANNING

Figure 2 gives a glimpse of the hierarchy of the planning dimension for which we
catalogue nine subdimensions.
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Fig. 2. Hierarchy of dimensions for planning.

5.1. Purposes

Purposes define what planning is used in ubiquitous computing. We identify the fol-
lowing three types of purpose.

—Control specifies that planning is used to create courses of actions related to the
operation of environments. The execution of such actions does not involve human
intervention. For example, planning used to control the devices in Theodore’s home.

—Assistance involves planning for courses of action that either are aware of people’s
activities, or provide help and guidance to people (e.g., elderly people in care centres).

—Organisation indicates that planning outputs courses of tasks used to manage or
arrange some environment entities. For example, organise schedules of patients and
staff in hospitals.

5.2. Planning Techniques

Planning techniques encompass the techniques used to realise planning. Next, we intro-
duce the basic ideas behind techniques attracting attention in ubiquitous computing.

—HTN planning requires an initial state, an initial task network (a list of tasks) to be
accomplished, and a domain model consisting of a set of actions and a set of tasks
each of which has one or more methods [Erol et al. 1994]. The methods associated
with a task encode different ways of accomplishing that task. Planning begins with
the initial task network and uses methods to decompose a network’s tasks until
actions are reached that constitute the plan [Georgievski and Aiello 2015].

—Probabilistic planning uses probabilities associated with nondeterministic actions
to search for plans. Probabilities are used to choose only one outcome for each ac-
tion. Probabilistic planning is naturally modelled using Markov Decision Processes
(MDPs) [Boutilier et al. 1999]. MDPs are fully observable models that use state-
transition probabilities and action costs. A next state and an expected cost depend
only on a previous state and action applied, and not on additional previous states.
Partially observable MDP (POMDP) planning makes use of sensing actions and
memory of previous actions to aid unobservable states.

—Heuristic-based planning uses heuristic information to guide the search for plans.
The heuristic information or heuristic functions tell planners about regions of the
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search space in which plans may be found. Heuristic functions can be provided by
users or extracted automatically from domain models [Bonet and Geffner 2001].

—Temporal planning deals with durative actions and actions that may overlap in time.
States have to include information about the time, for example, timed literals in
PDDL; when actions have started; and the actions that have not yet finished.

—Graph-based planning uses planning graphs to reduce the search for plans [Blum
and Furst 1997]. A planning graph consists of nodes, represented by actions and
predicates, and edges, which are links either from a predicate to actions or an ac-
tion to predicates. Planning graphs enable planners to maintain information about
incompatible predicates and incompatible actions, and use it to prune the search
space.

—CSP-based planning assumes planning problems encoded as Constraint Satisfaction
Problems (CSPs) whose inconsistencies are to be solved by constraint solvers. A
CSP consists of variables, domains of variables, and constraints over variables. The
constraints represent restrictions over the values that can be assigned to variables.
A solution to a CSP is an assignment for each variable with a value from its domain
such that all constraints are satisfied [Kaldeli et al. 2016].

—Partial-order planning makes choices relevant only to solving the current part of
a planning problem. The choices may involve decisions about ordering among plan
actions, which are left unordered until necessary to be sequential; and decisions about
variable assignments, which are left unassigned until needed for the satisfaction of
some conditions. The search is performed in the space of partial plans, which are
structures containing actions, ordering among action, causal connections between
actions, and constraints on variable assignments.

—Case-based planning uses plans or portions of plans from previous cases stored in
memory to solve new planning problems [Hammond 1989]. A case is a past experience
consisting of an initial problem, a plan that solves the problem, and a final state
reached after the solution is applied. Case-based planners create and modify plans
by relying on their memory rather than rules. Examples of memories include tasks,
resources, and time. The memories of past successes are used when creating new
plans, the memories of past failures are used to identify potential problems, and the
memories of past repairs are used to instruct planners how to handle plan repairs.

5.3. Planning Problems

The dimension of planning problems examines whether and to what degree planning
problems intended to be solved in ubiquitous computing are defined. Defining problems
is an important step for the analysis of the complexity and validation of domains in
ubiquitous computing. A set of well-defined planning problems will provide the means
to also measure the progress in the field of planning for ubiquitous computing.

5.4. Plans

Plans represent the solutions to planning problems. The dimension of plans investi-
gates how such plans are usually defined and what types of plans can be found. A plan
definition is important for two main reasons. On the one hand, a plan definition clearly
shows that a plan is indeed a sound solution towards achieving a desired behaviour
of ubiquitous computing environments. On the other hand, a plan definition that in-
cludes the structure and conditions under which a plan is executable may be crucial
to further execute plan actions. Considering plan types, plan can include instantiated
actions or uninstantiated actions in which case plans are called abstract. The actions
in abstract plans are usually bound to concrete instances later in a system’s operation
lifecycle. Furthermore, plans can be totally ordered, in which case actions are ordered

ACM Computing Surveys, Vol. 49, No. 4, Article 63, Publication date: December 2016.



Automated Planning for Ubiquitous Computing 63:17

in a sequence, or partially ordered, where actions are unordered with respect to each
other.

5.5. Problem Representations

Problem representations are concerned with the models used to represent planning
problems. We identify two general models that are equivalent in expressive power,
meaning problems represented in one representation can also be encoded using the
other one [Ghallab et al. 2004]. Classical representations assume an environment state
as a set of ground predicates. The actions are expressions that specify which predicates
should be in the state so that the action is applicable, and which predicates should
change their values after the action application. State-variable representations assume
a state as a set of values of a finite set of state variables. Actions represent functions
that change the values of those variables.

5.6. Modelling

Planning needs domain knowledge that contains various pieces of information about
ubiquitous computing environments. Modelling domain knowledge is a difficult task
that often includes studying the requirements of these environments, specifying do-
main and problem definitions, and testing those definitions using planners. We focus
here on the approaches used to create domain and problem definitions, specific con-
structs used to express planning problems, and languages used to specify problems.

—Domain definitions focus on the ways of defining domain knowledge. One way is to
define domain knowledge manually. Given only a theory about ubiquitous comput-
ing environments, it is tedious, error-prone, and often impractical for designers to
manually model domain knowledge [McCluskey 2002]. Even if designers are experts
in ubiquitous computing, typing the domain specification takes a great deal of time
and usually causes unintentional errors. A more practical way would be to use tools
that support engineering of the domain knowledge. The main benefits of automated
acquisition of knowledge are making planners to be even more autonomous by learn-
ing new knowledge and correcting existing domain models of ubiquitous computing
environments. We are mainly interested in the second way of domain definitions.

—Problem definitions focus on the process of generating and composing planning prob-
lems, that is, domain specifications and problem specifications. The creation of the
former is discussed in the domain definitions dimension. Independently whether
the domain specification is encoded manually or acquired automatically, it is a com-
mon practice to automatically translate it into a planning-level representation once
retrieved from some storage point. The problem specification is generated automat-
ically from the information describing the current state of environments and the
request.

—Expressivity constructs encompass required or preferred expressive power of lan-
guages adopted to define ubiquitous computing environments. While the vision would
be to have planners supporting expressivity constructs that cover a wide spectrum of
properties of the environments, finding the right balance between the expressiveness
and computational complexity of planners is crucial [Heider 2003].

—Languages refer to the syntax used to specify domain definitions and problem defi-
nitions of ubiquitous computing environments.

5.7. Monitoring and Recovery

When executing plans, ubiquitous computing environments may evolve differently than
what was expected during planning. The discrepancy between actual and anticipated
outcomes calls for planning systems to decide how to proceed. Monitoring and recovery
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cover the monitoring of environments and cases of what to do when plans no longer
will achieve the goal. We abstract away the following two general processes.

—DMonitoring process observes changes in environment states and during plan execu-
tion. Two main tasks that this process consists of are sensing and execution moni-
toring. Sensing observes and provides an up-to-date view of the current environment
state at planning/execution time. Execution monitoring executes plan actions, moni-
tors, and verifies that they are executed as expected during planning/recovery.

—Recovery process handles unexpected events and action contingencies occurring dur-
ing plan execution. In general, various tasks may be used in the recovery process,
such as regression (e.g., Fritz and Mcllraith [2007]), precondition delay, action retry-
ing (e.g., Ranganathan and Campbell [2004]), action omitting (e.g., Muise et al.
[2013]), action replacement, replanning, and so forth.

5.8. Lifecycle

Lifecycle defines the phase of operation cycle of ubiquitous computing systems in which
planners are invoked. The choice of the phase generally depends on the type of decisions
needed to be made. A strategic decision would answer the question of what basic actions
are to be executed and in which order, while an operational decision would refer to
what entities should execute the actions [Bidot et al. 2011]. Planning can provide only
a strategic decision at design time or compile time, while both types of decisions can be
supported if planning is invoked at a system’s runtime.

5.9. Development

Development refers to the framework that brings together various aspects of developing
planners for ubiquitous computing. The development dimension in fact focuses on the
aspects ranging from the design of planners through their manifestation as software
to the integration of the planners into larger ubiquitous computing systems. Design
and implementation focuses on a common component design upon which planners are
realised. It also includes the level of software development (or maturity) of the planners
realised for ubiquitous computing. On the other hand, Integration architecture is the
paradigm upon which ubiquitous computing systems integrating planners are designed
and implemented. We identify the following three paradigms.

—Multiagent systems consist of collections of agents. Each agent is a computer system
capable of exhibiting to some extent an autonomous behaviour—to decide what to
do so as to satisfy some objectives, and to interact with other agents—to exchange
messages through a network [Wooldridge 2009]. Successful interactions depend on
the abilities of agents to cooperate, coordinate, and negotiate with each other.

—Modular architectures are a design model in which systems consist of distinct mod-
ules interconnected together. Modules represent a separation of functionality of sys-
tems into independent and logically bound concerns.

—Service-Oriented Architectures (SOAs) are an architectural model that enhances effi-
ciency, evolution, and productivity by considering services as a primary way through
which logic is represented [Erl 2007]. Services are independent software programs
with distinct characteristics remotely accessible through standardised interfaces.

5.10. Review of Primary Studies

Table III shows the arrangement of primary studies into the subdimensions of the
planning dimension.

Purposes. The primary studies use planning almost equally to control devices and
services as to assist people. Several studies use planning for both types. Most of the
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Table Ill. The Dimensions of Primary Studies within the Planning Dimension
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Table IV. Planning Techniques Employed by the Primary Studies

Study | Technique | Study Technique Study Technique Study Technique
S1 HTN S15 HTN+POPH | S29 P S43

S2 G+SAT S16 S30 S44 HTN
S3 T S17 HTN S31 S45 CSP+H
S4 HTN S18 CSP S32 G+SAT+MIP | S46 MDP
S5 HTN S19 HTN S33 HTN S47 H

S6 T S20 HTN S34 S48 Approximation
S7 P S21 POP S35 G S49 POMDP
S8 MDP S22 CBP S36 G S50 CSP
S9 CBP S23 HTN S37 P S51 MC
S10 HTN S24 S38 S52 T

S11 H S25 POMDP S39 T S53 H
S12 Affordance || S26 HTN S40 HTN+POP

S13 HTN S27 H,POPMC S41 STRIPS

S14 HTN+POP | S28 CSP S42 CBP

Legend: Graph (G); Heuristic (H); Temporal (T); Probabilistic (P); Hierarchical Task Network (HTN);
Markov Decision Process (MDP); Partial-Order Planning (POP); Constraint Satisfaction Problem
(CSP); Case-Based Planning (CBP); Partially Observable MDP (POMDP); Mixed Integer Program-
ming (MIP); Satisfiability problem (SAT); Model-checking (MC).

studies producing control sequences include device actions only, followed by studies
involving robots only, and a few studies combining both robot and device actions. Cirillo
et al. [2012] create plans that include only robot actions; however, the plans are human-
aware, that is, they are generated based on forecasts of human actions and constraints
on human interaction. Other studies that use planning for assistance produce plans
involving human actions commonly represented by people’s daily activities. These plans
are used to either alert or guide people. For example, plan steps that should be followed
by elderly people, care plans that should be performed by patients and/or caregivers,
route plans that should guide people through a shopping mall, etc.

A handful of studies use planning for organisational purposes. Bajo et al. [2009]
improve the management in hospitals by creating plans that organise dynamically
nurses’ working time, manage standard working reports about nurses’ activities, and
guarantee that patients assigned to particular nurses receive proper care. Similarly,
Yordanova [2011] uses organisational plans to arrange nurse activities related to pa-
tient care. Besides plans with activities for patients, Hidalgo et al. [2011] provide or-
ganisational plans for care centres based on their current context, available resources
(e.g., rooms) and staff, and their organisation rules.

Planning Techniques. Table IV shows the planning techniques adopted by the pri-
mary studies. HTN planning is the most frequent one with the following reasons for
its suitability to ubiquitous computing.

—Causality. Yordanova [2011] argues that causal reasoning can be lost when modelling
(human) actions in some domains. HTNs help in addressing this issue by encoding
a small set of simple actions at the lowest level of hierarchies. These actions would
then constitute a next, more coarse-grained level represented by compound tasks.

—Flexibility. Compound tasks allow formulation of multiple strategies in their methods
before reasoning on low-level actions [Qasem et al. 2004]. The flexibility is reflected
in the minor effort needed to add or remove a strategy from some task.

—Effectiveness. HTN planners are a “good compromise” between wide reusability and
effectiveness in comparison to domain-independent planners [Marquardt et al. 2008].
The latter planners do not require domain-specific knowledge, which is included in
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the compound tasks of HTN planning, thus they are widely applicable, however
characterised by weak efficiency.

Probabilistic planning is another common approach for which the main reason of
using lies in the ability to capture uncertainty and quantify the cost or success of
computed plans. Carolis and Cozzolongo [2007] adopt a model based on Bayesian Net-
works (BNs) in which goals are associated with probabilities, and plans maximise the
expected utility given the probabilities of goal BNs. MDPs are used to produce plans
that maximise an expected reward [Courtemanche et al. 2008] and maximise user
requirements [Yau and Buduru 2014]. POMDPs are employed to model uncertainty
coming from the unpredictability of human behaviour and inconsistency of data [Grzes
et al. 2014], and to compute plans that provide optimal alerts to people [Jean-Baptiste
et al. 2015]. Cirillo et al. [2012] adopt a partially observable planning approach to rea-
son over belief situations and reach situations in which plans with satisfactory values
are found. Finally, Harrington and Cahill [2011] envision a probabilistic approach in
which objects modelled in actions are associated with probability values that indicate
the confidence of successful state transitions of actions.

A few studies make use of heuristic-based planning with the purpose of improving
the time spent searching for plans. De Giacomo et al. [2012] identify that with the
growth of planning problems, which affects the branching factor and depth of the
search space, their approach becomes intractable. The time spent to solve a relaxed
planning problem is reduced to polynomial by adopting the delete-relaxation heuristic
function, which requires removal of negative preconditions and negative effects from
the original planning problems [Hoffmann and Nebel 2001]. Chen et al. [2016] use
a heuristic function to estimate the reliability of an execution path from the current
service to the last service.

Di Rocco et al. [2014] adopt a meta-CSP approach: the problem of refining the goal,
which is a constraint network, is cast as a high-level CSP that builds on lower-level
CSPs, each for a specific type of constraint inconsistencies. The main reasons for the
suitability of CSP-based planning to ubiquitous computing are as follows.

—Numeric variables. Variables whose values range over large domains are common
in ubiquitous computing. For instance, variables representing temperature mea-
surements, locations, etc. CSP-based planners handle numeric variables efficiently
[Kaldeli et al. 2012].

—Rich interrelationships. Entities within ubiquitous computing environments often
have causal, temporal, or other type of interdependencies. For instance, actions may
be subject to deadlines, or they may include spatial information. CSP-based planning
supports modelling of causal, temporal, resource, and information dependencies [Di
Rocco et al. 2014; Amato et al. 2015].

—Online sensing. Recall that (online) sensing is the process incorporating context
changes into planning models dynamically and efficiently. CSP-based planning sup-
ports online sensing by having context changes, expressed as constraints, added to
or removed from constraint networks on the fly [Kaldeli et al. 2012; Di Rocco et al.
2014; Amato et al. 2015].

—Continual planning. Continual planning integrates the processes of planning, exe-
cution, and monitoring. It mainly focuses on questions of when and how to postpone
parts of planning to phases of execution and monitoring, and when to refine or revise
partially executed plans [Brenner and Nebel 2009]. Constraint networks seem suit-
able for continual planning due to the support for dynamic reconfigurations [Kaldeli
et al. 2012; Di Rocco et al. 2014].
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Memories within case-based planning are used by several studies. For instance, Bajo
et al. [2009] use memories of tasks, resources, and time to create working schedules in
hospitals. Case-based planning appears suitable for ubiquitous computing due to the
following reasons [Bajo et al. 2009; Fraile et al. 2013; Corchado et al. 2009].

—Learning ability. Case-based planning can learn from initial knowledge and past
experiences, which is needed for environments with incomplete and inconsistent
information.

—Adaptive capacity. In ubiquitous computing, the needs of people or environment
objectives may change over time. The learning ability together with the capability of
case-based planners to interact autonomously with the environments provides the
planners with a large capacity to adapt to people’s needs and environment objectives.

—Improve planning. The learning ability and adaptive capacity enable case-based
planners to increase their ability to solve planning problems over time.

There are two main reasons for the suitability of partial-order planning to ubiquitous
computing: the predisposition to deal with durative actions, temporal and resource
constraints [Pajares Ferrando and Onaindia 2013; Smith et al. 2000]; and the inherent
support for partially ordered plans, thus a high degree of execution flexibility.

Sukkerd et al. [2015] describe cooperation between ubiquitous computing systems
and humans as a planning problem, which is then modelled as a stochastic multiplayer
game. Model checking is used to reason over the game to find a strategy that guarantees
that a coalition of players achieves the given goal. The approach appears suitable for
ubiquitous computing because it allows for explicit modelling of humans and their
appropriate involvement in the operation of ubiquitous computing systems.

Some primary studies adopt a hybrid planning approach, which is a combination
of planning techniques or planning with other techniques. There is a hybrid between
HTN planning and partial-order planning, which does not require additional (control)
knowledge (in comparison to pure HTN planning) [Bidot et al. 2011; Yordanova 2011;
Honold et al. 2014]. This hybrid allows one to encode and deal with procedural knowl-
edge supported by HTN planning, and to reason about causal dependencies provided
by partial-order planning. Milani and Poggioni [2007] use a hybrid between graph-
based planning, satisfiability, and mixed integer programming. Planning problems are
first encoded as planning graphs, then the planning-graph relationships are translated
into logical and numerical formulae, and finally, the formulae are converted to mixed
integer linear programming constraints. Partial-order planning in combination with ar-
gumentation is proposed In Pajares Ferrando and Onaindia [2013]. This hybrid uses a
reasoning mechanism that allows the agents in a multiagent system (see Section 5.9) to
defeasibly support their decisions, interact among each other, and jointly create plans.
A hybrid between CSP-based planning and heuristic-based planning is employed in
Kockemann et al. [2014]. Incorporating heuristic functions in CSP planning provides
performance gain in plan generation.

Two primary studies develop particular planning techniques. In Mastrogiovanni
et al. [2010], objects, locations, and actions of ubiquitous computing environments are
represented functionally based on the concept of affordances and capabilities, which
are regions in a proper space with some attributes. The functional representation is mo-
tivated by the need to support human cognition that is otherwise not directly related
to problem solving. The planning process first reduces the search space by identify-
ing the key objects and possible actions along with an incomplete list of their causal
relationships, and then searches for plans using the reduced space. Eppe and Bhatt
[2015] propose to use an approximation of the knowledge about the environment state
and a reasoning mechanism that takes into account the causal relationships between
temporally ordered states to explain state properties that are not directly perceivable.
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The planning problem is translated into an answer set programming problem. This
approach is suitable mainly because it is able to detect and deal with uncertainty.

The rest of the studies use already existing planners and provide no information
about adopted planning techniques.

Planning Problems. Only a limited number of primary studies provide clear and ar-
ticulated definitions of the planning problems they are trying to solve. In a few other
studies, one might extrapolate the planning problems by inspecting the input specified
to the algorithms implementing the adopted planning techniques. Many primary stud-
ies offer only informative descriptions of what planning problems consist of, often with
scarce details about which ubiquitous computing problem is actually targeted. Several
studies unfortunately only make a superficial reference to planning.

Plans. The primary studies commonly describe plans intuitively as sequences of
actions, while several provide more precise definitions. A partially ordered plan is
a tuple (A, <, L, V), where A is a set of actions, < is a set of ordering constraints
between the actions in A, L is a set of casual links between the actions in A, and V is a
set of constraints on variable assignments [Bajo et al. 2009; Bidot et al. 2011; Pajares
Ferrando and Onaindia 2013]. A causal link is a relation of the form (a, ¢, @’) indicating
that a logical formula ¢, which is an effect of action a, is a part of the precondition of
action a’. Di Rocco et al. [2014] define a plan as a constraint network in which intervals
have fixed bounds allocated such that all temporal constraints are satisfied; resources
consumed by extended predicates (activities) are not depleted over time; each variable
has a single value at a time; and for each required information input there is an
extended predicate that produces a consistent information output. Cirillo et al. [2012]
define the solution to their planning problems as a graph whose nodes represent actions
and edges represent observation sequences. The mapping from observation sequences
to actions is generally known as a policy. The conditions under which a graph-based
policy is considered as a solution to a planning problem are known and well defined.
Some studies also define conditions under which plans are executable in a given state
[Bajo et al. 2009; De Giacomo et al. 2012; Cirillo et al. 2012; Milani and Poggioni 2007].
The conditions involve the applicability of the first plan action into the initial state,
which gives a new, successor state, and the sequence of pairs of actions and states that
lead to the final state in which the given goal is satisfied. Furthermore, three studies
make use of abstract plans, which are sequences of high-level descriptions of service
operations that cannot be directly invoked [Vukovic et al. 2007; Bidot et al. 2011;
Madkour et al. 2013]. Abstract plans are then made executable by binding abstract
services to currently available service instances at runtime. Finally, considering the
ordering among plan actions, totally ordered plans are more common than partially
ordered plans.

Problem Representation. Most primary studies represent planning problems classi-
cally using predicates and actions with preconditions and effects. A combination of
predicates with state variables is adopted in Milani and Poggioni [2007] and Pajares
Ferrando and Onaindia [2013], where state variables are represented as functions in
the manner of PDDL (version 2.1 [Fox and Long 2003]). State-variable representation
comes naturally for approaches based on CSP-based planning. Kaldeli et al. [2012]
model domains based on the multivalued planning task encoding [Helmert 2009] be-
cause of the possibility to reduce the number of variables (useful for constraint solvers).
Pairs of variables and values are also incorporated in Cirillo et al. [2012] and Harring-
ton and Cahill [2011]. Grzes et al. [2014] adopt a state-variable representation, but
limit the type of variables to Boolean only. As for the actions, they may be represented
as Boolean variables with preconditions and effects encoded as constraints on state
variables (e.g., Kaldeli et al. [2012]).
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Domain Definitions. Grzes et al. [2014] propose a knowledge engineering approach
to create domain specifications based on a probabilistic relational model. A designer
uses standard database tools, such as Web interfaces, to analyse a given domain and
populate a relational database with the analysis results. Based on the relational model,
a POMDP specification representing the corresponding planning problem is automat-
ically generated. On the other hand, Ortiz et al. [2013] do not require explicit inputs
from people to generate domain specifications. The approach segments sensor readings
in order to recognise actions performed by users, and states produced by such actions.
Action preconditions and effects are learned from those sensor readings, and a PDDL
domain specification is automatically generated. Vaquero et al. [2015] gather data from
graphical user interfaces and database, and transform that data into a PDDL domain
specification using a knowledge engineering framework [Vaquero et al. 2013].

There are simpler and more limited ways of generating domain models than the ones
just discussed. Hidalgo et al. [2011] realise a knowledge modelling tool that uses skills
and experiences gathered from experts when they solved known problems. Georgievski
et al. [2013] propose a domain modeller that provides intuitive guidance to users for
creation, viewing, and modification of domain specifications.

Problem Definitions. It is common among the primary studies for domain specifi-
cations to be stored in some database and queried by planners upon initialisation or
when necessary. In some cases, domains specifications may be enriched with additional
semantic annotations needed for planning [Vukovic et al. 2007; Kaldeli et al. 2012;
Madkour et al. 2013], or after planning and during plan instantiation [Bidot et al. 2011].

With respect to problem specifications, the context information is typically supplied to
planners by other context-aware components. The current context information is auto-
matically translated into an initial planning state using a standardised form (for an ex-
ample, see Appendix B.3). Once generated, the initial state, which can be further main-
tained by planners, may automatically and dynamically incorporate future context
changes (e.g., Kaldeli et al. [2012] and Courtemanche et al. [2008]). The goal is gener-
ated automatically from a request coming from a human or another system component.

Expressivity Constructs. We identify a collection of expressivity constructs that are
suggested by some primary studies as needed for ubiquitous computing.

—Numeric variables to model variables with large domains (e.g., a variable for mea-
suring temperature) [Kaldeli et al. 2012].

—Multityping to reduce the number of predicates and actions needed to be modelled.
Multityping would enable one type to directly inherit from multiple types [Yordanova
2011].

—Disjunction in preconditions to represent action semantics compactly [Heider 2003].

—Universal quantification in preconditions and effects to enable actions deal with an
arbitrary number of objects (e.g., an action with universal quantification can turn off
all lamps in Theodore’s home at once). Also, this construct may support the constant
evolution and dynamic extension of environments with new objects [Heider 2003].

—Conditional effects in actions to provide compact representations of action semantics
[Heider 2003], and to solve problems that involve moving objects [Marquardt and
Uhrmacher 2009a].

—Time and resources are needed for most ubiquitous computing domains. Discrete
and continuous resources may be necessary for some more specific domains [Heider
2003].

—Extended goals enable users to provide more powerful/personalised requests, making
the environments more adaptive to user needs and also user centric [Vukovic et al.
2007; Kaldeli et al. 2012].
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—Axioms to separate domain-specific knowledge from action semantics, and use that
knowledge to derive new information (e.g., TV brightness increases when the bright-
ness of the surrounding environment decreases) [Marquardt and Uhrmacher 2009a].

Languages. The majority of classified studies use PDDL as a modelling syntax for
their domains. Several studies make use of HTN-based languages, such as the SHOP2
language in Song and Lee [2013] and Ha et al. [2005], and Hierarchical Planning
Definition Language in Sanchez-Garzon et al. [2012] and Georgievski et al. [2013]; and
two studies employ the Action Description Language [Kotsovinos and Vukovic 2005;
Vukovic et al. 2007]. Others use nonplanning modelling languages, such as SMIL [Ding
et al. 2006], Scone [Santofimia et al. 2010], XML [Kaldeli et al. 2012; Harrington and
Cahill 2011], OWL-S [Bidot et al. 2011], and PRISM [Sukkerd et al. 2015]. The studies
usually use the same language for states and goals as for domain specifications.

Monitoring and Recovery. In Qasem et al. [2004], the process of sensing involves
searching for appropriate sources of information and using those to update the environ-
ment knowledge whenever there is missing information. The sensing implementation
is based on local closed-world statements and relevance of information sources rather
than using sensing actions. Avoiding sensing actions can reduce the search space by
lowering the number of possible actions, and can decrease the knowledge complexity by
not modelling each type of (query to) an information source as an action. Incorporation
of new information when using CSP-based planning can also be accomplished without
modelling and invoking sensing actions. Instead, some external data collecting process
may periodically, or when some conditions are detected, provide most recent values
of variables. These are then automatically incorporated into constraint networks by
adding or removing constraints. Eppe and Bhatt [2015] consider explicit sensing ac-
tions, where different states are created for each possible outcome of the action.

Execution monitoring involves executing low-level invocations in right order and
time, and monitoring and verifying the execution before and after the invocations.
Given a plan to be executed, Algorithm 1 shows the common execution-monitoring
steps taken in the primary studies.

The recovery process consists of the following stages. If preconditions cannot be ver-
ified (due to unexpected context changes), the precondition satisfaction can be delayed
by inserting temporal constraints and reevaluating the preconditions later (e.g., Di
Rocco et al. [2014]), or replanning is invoked (e.g., Vukovic et al. [2007]). If the outcome
of an action invocation is a permanent failure, the plan is terminated and replan-
ning for the same goal (e.g., Kaldeli et al. [2012]) or for a new goal is invoked (e.g.,
Ranganathan and Campbell [2004]). If the action outcome is another failure, the plan
is repaired (e.g., Honold et al. [2014]), the action is re-invoked (e.g., Ranganathan and
Campbell [2004]), or replaced with another instance of the same type (characteristic for
approaches that build abstract plans [Vukovic et al. 2007; Bidot et al. 2011; Madkour
et al. 2013]). If failure is observed again, replanning is invoked.

Several studies support the recovery process by using some predefined knowledge,
such as conditional statements [Sando and Hishiyama 2011; Bajo et al. 2009; Sanchez-
Garzon et al. 2012; Fraile et al. 2013]. Case-based planners support the recovery process
by initiating a new planning cycle and considering already executed actions.

Lifecycle. We identify three types of planning considering the lifecycle of ubiquitous
computing systems. Design-time planning is used to make strategic decisions and
create abstract plans (e.g., Bidot et al. [2011]). Once an abstract plan is found, it is
handled by another system component at runtime (abstract actions are instantiated
by available behavioural outputs). In some cases, ubiquitous computing environments
may require a time-bounded system, that is, a system that reacts in real time to every
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ALGORITHM 1: Common Steps Taken by the Primary Studies During Execution Monitoring

Input: Plan
for each action in plan do
Query the action to check its availability in the list of currently available actions;
if action not available then
call recovery process;
end
Check the validity of preconditions of the action;
if precondition cannot be satisfied then
call recovery process;
end
// Once all preconditions are satisfied, observe action effects
if effects are unexpectedly satisfied // due to some exogenous event
then
avoid action execution;
else
execute the action and analyse its outcome;
end
if outcome is not expected then
call recovery process;
end
end

possible environment situation. It may be thus needed to shift the computationally
expensive operations, including planning, at compile time. Compile-time planning may
be useful if, for instance, a pregeneration of action sequences, or an early identification
of modelling problems, such as deadlocks, is needed [Kriiger et al. 2011]. Runtime
planning is the conventional way of performing planning during system’s runtime.

Design and Implementation. The designs of planning systems of primary studies
share many similarities. A typical design consists of five components. A Problem Gen-
erator component accepts requests and context information, and generates problem
specifications interpretable by a Planner component. The Planner, which implements
a specific planning technique, takes problem specifications and acquires appropriate
domain specifications from a Knowledge Base component. Given these specifications,
the Planner finds a plan, if one exists, and passes it to an Executor component, which
executes plan actions in the environment. The action execution is observed by a Monitor
component, and upon deviations from the expected flow, it triggers a recovery process.

With respect to the implementation of planning systems, we identify three rele-
vant pieces of information. First, the majority of studies claim to have implemented
a prototype software of their proposal, however, with limited details on actual imple-
mentations. Second, most studies employ or extend existing planners for the Planner
component, and third, only few studies implement new planners. For information on
the planners employed by the primary studies, we refer to Appendix C.

Multiagent Systems. The classified primary studies typically design and implement
multiagent systems by considering devices and other objects as agents, software com-
ponents as agents, and a single planning agent. Amigoni et al. [2005] regard devices
as simple agents that neither support context reasoning nor participate in planning.
The other classified studies make a similar assumption: besides device agents, other
agents can only extract and provide context information and domain knowledge to
the planning agent that is solely responsible for reasoning and achieving the desired
objectives. Pajares Ferrando and Onaindia [2013] employ multiagent planning: agents
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Interpretation

Demonstrations i Quantitative evaluation
Scenarios Qualitative evaluation
Examples Usability evaluation

Real-life settings

Fig. 3. Hierarchy of dimensions for interpretation.

exchange and support their decisions, interact with each other, and derive a joint plan
as a solution to some planning problem [Weerdt and Clement 2009].

Modular Architectures. There are several cases in which modular architectures in-
tegrate planning as a separate module. Planning modules may be supported by the
functionalities of other modules, such as a diagnosis module [Courtemanche et al.
2008] or actuator [Garro et al. 2008]. Modules communicate with each other through
interfaces, which describe objects that are required and provided by the modules. This
interoperability and modularity reduce the effort needed for modification and reuse of
existing modules in new ubiquitous computing systems [Sanchez-Garzon et al. 2012].

Service-Oriented Architectures. We identify two types of services in the primary stud-
ies, depending on their role in ubiquitous computing systems. Ubiquitous services are
domain specific and represent the functionalities of behavioural outputs (e.g., devices
to sense and act). The primary studies often implement ubiquitous services as OWL-S
services. Application services represent and encapsulate the capabilities of ubiquitous
computing systems, and are used to implement system workflows. Among these, plan-
ning services hide the implementation details of the capabilities of planning systems.
For example, Georgievski et al. [2013] implement a limited set of planning services as
Representational State Transfer (REST) resources [Fielding and Taylor 2002]. Plan-
ning services may be used to create domain and problem specifications, to solve plan-
ning problems, etc. [Kaldeli et al. 2012; Georgievski et al. 2013].

6. INTERPRETATION

For the interpretation dimension, we catalogue four subdimensions, namely, demon-
strations, quantitative evaluation, qualitative evaluation, and usability evaluation.
Only the demonstrations dimension is further split into subdimensions. Figure 3 gives
an overview of the hierarchy of these dimensions.

6.1. Demonstrations

Demonstrations encompass the ways used to illustrate planning problems under con-
sideration, and to evaluate the feasibility of adopted planning techniques. The common
ways of demonstration are scenarios, examples, and real-life settings.

—Scenarios are synoptic descriptions of people’s and system’s actions and events in
ubiquitous computing environments. Scenarios are powerful illustrations of the dif-
ficulty of problems and their solutions. Scenarios should help people have a suffi-
ciently wide view about proposed ideas so as to avoid missing important attributes
of corresponding planning problems [Alexander and Maiden 2004]. Nevertheless,
scenarios are the starting point of all modelling and design [Sutcliffe 2003].
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—Examples are short descriptions used to support and clarify what is introduced and
meant. Examples can be descriptive (included in the text), or examples can be rep-
resented in a chosen syntax. The latter may include excerpts from state representa-
tions, goal examples, parts of domain knowledge, and examples of plans. Examples
are the most common way used to demonstrate planning problems in ubiquitous
computing.

—Real-life settings extend research beyond the limits of scenarios and examples into
the real world. Real-life settings provide details on the conditions relevant for the
application and use of planning in actual ubiquitous computing environments, and
used to evaluate the feasibility of approaches.

6.2. Quantitative Evaluation

Quantitative evaluation focuses on characterising the feasibility of approaches by eval-
uating the performance of adopted planners. Evaluations need to be carried out using
transparent strategies in order to understand how planners meet the requirements
of ubiquitous computing environments. One can think of a strategy for quantitative
evaluation in terms of the following elements derived from the primary studies.

—Testing configuration defines the setup of hardware and software on which planners
are tested. The setup consists of a physical setup, which involves one or more comput-
ers together with a description of their specifications, sensors, and other hardware
required for the testing; and a logical setup, which includes the operating system,
database servers, libraries, and other software components.

—Algorithmic configuration defines the setup of algorithms used to evaluate planners.
Algorithms are often configured with different runtime properties (some specific
feature or a certain mode). The cases in which such configurations are being used
must be explicitly noted as evaluation results depend on those configurations.

—Problem base requires basic details on planning problems used to test planners. One
can understand better the testing by having insights into the domain specification,
such as domain types, predicates, actions, and their respective numbers, and the
problem specification, including objects, initial predicates, and the goal.

—Computational factors focus on the properties of planning problems that influence
the computational efficiency of planners. In general, the computational complexity is
a function of the number of domain actions, predicates, and other planning-related
entities. Additional computational factors are related to the assumptions made about
planning problems. The restrictive assumptions of classical planning problems create
ideal conditions, while uncertainty interferes with these assumptions and produces
faulty conditions of ubiquitous computing environments, which make planning an
even more computationally expensive task.

—Scalability is related to the computational factors and is often defined with respect
to the size of a domain and the size of a plan. Worst-case analysis is often useful for
characterising the performance of planners.

6.3. Qualitative Evaluation

Qualitative evaluation assesses the quality of plans. We identify two general ways
of qualitative evaluation: one answering the question of how well a plan is created
in relation to some specific parameters, and the other one seeking an answer to the
question of how well a plan is created in comparison to plans of other approaches.
Qualitative evaluation might be subjective as it may be based primarily on opinions
drawn from subjective choices of evaluation parameters or from observations.
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6.4. Usability Evaluation

Ubiquitous computing systems, including adopted planners, can bring benefits to en-
vironments only if they are actually used. According to the ISO 9241-11 standard on
ergonomics of human-system interaction, usability is “the extent to which a product
can be used by specified users to achieve specified goals with effectiveness, efficiency
and satisfaction in a specified context of use.”® The accuracy and completeness with
which users achieve goals while not experiencing any negative consequences define
the effectiveness. Efficiency is defined by the relation between what has been achieved
and what resources have been consumed. The satisfaction of users refers to their pos-
itive attitudes resulting from the use of some product. According to the Technology
Acceptance Model, users will have positive attitudes if they perceive the product as
easy to use and helpful at the same time [Davis 1986]. Thus, positive attitudes lead to
ubiquitous computing systems being actually used.

Usability testing provides a fundamental method to evaluate the usability of any
system [Wichansky 2000], and it should be an essential phase in the development of
ubiquitous computing environments [Kim et al. 2003]. Usability evaluation thus deals
with how the usability of planners for ubiquitous computing is tested and evaluated.

6.5. Review of Primary Studies

Table V shows the arrangement of the primary studies according to the subdimensions
of the interpretation dimension.

Demonstrations. Almost half of the primary studies use scenarios to illustrate their
problem of interest, more than half use examples to describe the problem of interest and
planning problems, while only nine studies employ their systems in real-life settings.
Several studies combine all three ways.

—The scenarios are often from the domain of homes, others being from offices, hospitals,
and infotainment systems. Scenarios focus on either a specific use case and solve a
single planning problem, or various use cases and address multiple problems. All
scenarios are human centric, that is, characterise situations from the perspective of
persons involved explicitly or implicitly.

—Textual and syntactic examples are both prevalent among the primary studies. Tex-
tual examples are used to explain concepts from both ubiquitous computing and
automated planning. Syntactic examples are generally used to introduce planning
concepts. Actions are the most exemplified concepts in a chosen syntax. Numerous
are the syntactic examples of plans, both totally ordered and partially ordered. While
states and goals are also exemplified, the syntactic examples are often partial only.

—Table VI shows details on real-life settings used mainly for exploratory purposes. The
most frequent environments are homes, while a hospital has the largest number of
participants (30 patients and 6 nurses). We identify the duration of experimentation
in five studies, the longest being 13 months. Almost all studies provide clear descrip-
tions of involved entities, such as devices and locations. Interestingly, Fraile et al.
[2013] consult experts to create the domain knowledge for the real-life experiment.

Quantitative Evaluation. Some primary studies reveal their testing configuration,
which typically includes the processing power and RAM of the computer used for the
evaluation. Additionally, the testing configuration may specify the operating system
and runtime environment, such as the Java virtual machine. Few studies provide
details on the algorithmic configuration by including the version of a specific tool [De
Giacomo et al. 2012], type of a search mechanism [Kotsovinos and Vukovic 2005; Kaldeli

Shttps://www.iso.org/obp/ui/#iso:std:is0:9241:-11:dis:ed-2:v1:en.
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Table V. The Dimensions of Primary Studies within the Interpretation Dimension
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S23 X X S50 X
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Table VI. Real-Life Settings of Ubiquitous Computing Environments
in Some Primary Studies
Study || Environment Number of participants Experiment duration
S9 Hospital 36 people
S16 University laboratory 10 people 3 partial days
S22 Home 1 inhabitant 1 month
S23 Home 1 inhabitant, 1 robot
S25 Care centre 7 persons with dementia
S28 Home 2 robots
S29 Home 1 person, 1 robot 3 hours
S42 Shopping mall 30 people 13 months
S43 College 13 1 day
S50 Home 1 inhabitant, 1 person

et al. 2012; Chen et al. 2016], and other specific features (e.g., the SUM heuristic in Pa-
jares Ferrando and Onaindia [2013]). For the problem base, the primary studies provide
only partial information on domain specifications often including examples of types,
predicates, and actions. A domain size is commonly expressed by the number of actions
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(e.g., Pajares Ferrando and Onaindia [2013]), and the number of predicates or variables
(e.g., Kotsovinos and Vukovic [2005]). Regarding problem specifications, the classified
studies provide limited details about the constituents and structure of initial states and
goals. The computational complexity of planning problems depends on the (1) size of
initial states, including the number of devices, robots, people, and rooms; (2) goal size in
terms of the number of literals or tasks; (3) number of actions in plans; (4) number and
type of failures during plan execution; (5) structure of domain and problem specifica-
tions; and (6) number of concurrent goals. Scalability is commonly analysed by varying
the number of state constituents and/or goal constituents within some intuitive ranges.
For example, Vukovic et al. [2007] vary the number of service instances between 80 and
640, and Georgievski et al. [2013] vary the number of goal tasks between 5 and 50. The
problem difficulty is often illustrated by the number of actions in resulting plans. Con-
sidering the example of Vukovic et al. [2007], the size of resulting plans varies between
9 and 80. Naturally, the performance of planners degrades with the scaling factor. Some
primary studies focus further on the worst-case scenario and analyse the relationship
between the result and the complexity factor (e.g., Mastrogiovanni et al. [2010]).

Qualitative Evaluation. To evaluate their approaches qualitatively, the primary stud-
ies use various parameters, such as goal specification [Vukovic et al. 2007], duration
of plans [Courtemanche et al. 2008], success of plans [Bajo et al. 2009; Corchado et al.
2009; Chen et al. 2016], length of plans [Pajares Ferrando and Onaindia 2013], some
reasoning patterns [Milani and Poggioni 2007], cost of plans [Pajares Ferrando and
Onaindia 2013; Fraile et al. 2013; Georgievski et al. 2013], etc. For example, the goal
specification parameter takes one of three values, namely, manual, semiautomated,
and automated from a development perspective. On the other hand, some studies
make qualitative comparisons between their approaches and others. Other approaches
include legacy systems [Vukovic et al. 2007], state-of-the-art solutions [Pajares
Ferrando and Onaindia 2013; Chen et al. 2016], or systems already in place
[Georgievski et al. 2013]. While some studies elaborate their comparison methodology
and results, others leave undefined the way of assigning values to the evaluation
parameters.

Usability Evaluation. A small number of primary studies consider and evaluate their
approaches with respect to usability. The most common steps taken by these studies to
test and evaluate usability are as follows.

—Determine users. Planning systems may have several distinct user groups each of
which has its own goals and varying levels of effectiveness, efficiency, and satisfac-
tion. For example, Kaldeli et al. [2012] determine a group of elderly and disabled
people, and a group of young, technologically savvy people; Bajo et al. [2009] identify
nurses as a targeted user group; Corchado et al. [2009] select users that use Wi-Fi
and Bluetooth on their mobile devices; and Bacon et al. [2013] target three groups
based on training experiences of participating users.

—Determine user goals. The selection of user goals important for given situations is a
difficult problem in itself. Kaldeli et al. [2012] define their user goals using accept-
ability, learnability, system effectiveness, and efficiency. Acceptability comprises the
attitude of users towards the importance of domotic technology, automation of tasks,
and privacy. Sando and Hishiyama [2011] allow users to score importance levels for
involved items. Kaldeli et al. [2012] assess learnability by the amount of effort users
must expend to understand the functionalities of their system, and to be able to use
it. Effectiveness is an aggregate of virtual environment effectiveness, user interface
effectiveness, and the support for complex goals. In Bajo et al. [2009] and Corchado
et al. [2009] effectiveness is measured using the relation between the satisfaction
of users with plans and the quality of plans being improved over time. Sando and
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Hishiyama [2011] evaluate effectiveness using a correlation between the level of
importance of items and the level of user satisfaction with those items. In Kaldeli
et al. [2012], the efficiency is measured according to the user’s assessment of the
time required to complete simple operations and complex goals.

—Determine the context of use. The context of use is determined by the “diverse re-
quirements, abilities and technological knowledge” of users within homes [Kaldeli
et al. 2012]; diverse profiles of nurses, patient needs, and their technological knowl-
edge [Bajo et al. 2009]; ingredients [Sando and Hishiyama 2011]; products of in-
terest, time, and technological knowledge [Corchado et al. 2009]; crisis situations,
behavioural profiles of trainees, and technological knowledge [Bacon et al. 2013].

—Determine the levels of importance, effectiveness, efficiency, and satisfaction. This is
also challenging as it requires one to determine “right” levels, but also a crucial step
as it defines the actual usability. The studies use scales with different levels: 0—4
[Kaldeli et al. 2012], 0-5 [Sando and Hishiyama 2011], and 0-6 [Bacon et al. 2013].

7. DIRECTIONS FOR FUTURE RESEARCH

The framework of dimensions foregrounds the possibility to evaluate the progress of
automated planning for ubiquitous computing. The analysis of primary studies per
dimension leads us to the following possible directions for future research.

—Extended forms of procedural goals: Enhancing the conventional representation of
procedural goals as tasks of HTN planning to allow people to specify additional or
personal information, such as maintainability properties and preferences over tasks.

—Preferences: While preferences can be a powerful tool to empower people to customise
their environments, they are one of the least treated topics.

—Human-computer interaction: Though central to ubiquitous computing, the topic of
human-computer interaction is not mentioned at all in two-thirds of the primary
studies. Less than one-third of the studies mention that the support for human-
computer interaction is provided in the form of user interfaces implemented on PDAs,
smartphones, and Web browsers. These studies, however, do not report on details
whether and how such support is related to planning. Only a few studies specify
their approach to human-computer interaction. (From their qualitative analysis, we
could not identify shared attributes or patterns that would allow us to organise these
studies into a separate dimension. Therefore, a few aspects of human interactions
can be seen from a perspective of other dimensions.)

—Pure spatial representations: Abstract spatial representations, as a typical way of
representing spatial properties, are associated with the issue of realisability (see
Section 4.3). Realisability can be achieved by pure spatial representations.

—Fine-grained spatial properties for humans: Besides the information on locations of
humans, many situations in ubiquitous computing environments (e.g., emergencies)
require other more fine-grained properties, such as human posture and orientation.

—Categories of unexpected events: Our recognition of dynamic goals and context
changes as two categories of unexpected events can serve as a basis for further iden-
tification and definition of categories, which can be used to improve the capabilities of
planning systems when dealing with dynamic ubiquitous computing environments.

—Reasons for action contingencies: Finding out why action contingencies occur can lead
to improved characterisation and definition of processes for planning and plan execu-
tion. For example, the main reason for action timeouts often lies in the disconnection
or failure of networks that action providers belong to. Knowing this, the model of
these timeouts and semantics of action (re-)execution can be defined appropriately.

—Conditions for partial observability: Define and extend the conditions under which
the information sensed from ubiquitous computing environments is valid.
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—Limitations of planning techniques: Several planning techniques used for ubiquitous
computing are characterised by some well-known or less-known limitations. Kaldeli
et al. [2012] criticise HTN planning due to the requirement for predefined methods
that cannot be easily reconfigured when changes in the context or domain occur.
Marquardt et al. [2008] recognise a critical point in the use of HTN planning due to
its need for domain-specific knowledge. This may come to light in reality when the
responsibility for providing knowledge is transferred to manufacturers of devices or
ubiquitous computing systems. The main difficulty with POMDP planning is scaling
up: probabilities create belief states that are continuous and infinite. It is also known
that complete CSP algorithms may take a very long time to solve the inconsistencies
in constraint networks [Bartak et al. 2010]. Similarly, partial-order planners require
substantial computational power to search for plans due to the inherent complexity
of their algorithms. Finally, case-based reasoning can be “highly affected” by context
changes [Bajo et al. 2009]. The success of planning depends, among other things, on
the environment changes that happen during plan execution. Unexpected changes
may lead to replanning.

—Human-aware plans: Ubiquitous computing envisions that devices, robots, and hu-
mans will coexist side by side and interact among each other in one way or another.
Planning systems should therefore be able to produce plans that satisfy the given
goals while taking into account the activities and constraints under which people per-
form those activities. These constraints can involve, for example, safety conditions,
comfort conditions, or activity-related conditions [Cirillo et al. 2012].

—Knowledge engineering: The formulation of domain knowledge for planning in ubiqg-
uitous computing (and in general) is a strenuous, tedious, and error-prone task that
also requires expertise from the designer of the respective domain. Ideally, this task
should be performed automatically by acquiring information from ubiquitous com-
puting environments themselves and translate it into domain knowledge. While this
is an existing research topic in automated planning (see Shah et al. [2013]), the
support for engineering ubiquitous computing knowledge for planning is scarce.

—Semantics and algorithms for plan execution: What is interesting, but currently
missing is a formalisation of execution semantics such that defines valid repairs of
plans at execution time, and sound and complete algorithms for monitoring and plan
repairs.

—Standardisation of planning systems: If planning systems are going to be integrated
in large (ubiquitous computing) systems, they need to satisfy some standard require-
ments of such systems, including interoperability, reusability, evolution, scalability,
distribution, and fault tolerance [Degeler et al. 2013]. For example, interoperability
of a planning system is only possible under the assumption that the system offers
a standard interface or a set of planning services to other components of potential
ubiquitous computing systems. The current situation witnesses planning systems
with no standardisation of interfaces and services, while the obvious consequence is
the strong need for familiarity with details of planning systems.

—Planning in real-life settings: The limited use of planning systems in actual envi-
ronments narrows the understanding about usefulness, benefits, and possible open
issues in ubiquitous computing. In addition, with the exception of Corchado et al.
[2009], the duration of deployments of planning systems in actual environments
is usually very short and without indications of whether planning can be put into
long-term use.

—FEvaluating planning systems: Understanding the behaviour of planning systems in
terms of their performance, comparative analysis, and usability is crucial for deter-
mining their effectiveness, usefulness, and acceptance by people and in ubiquitous
computing; and for identifying possible directions for improvement.
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More generally, our framework of dimensions can be used to further characterise
planning for ubiquitous computing on a conceptual level. Besides a set of concepts,
which our framework provides through its dimensions, conceptualisation gathers and
models the relationships among those concepts [Thalheim 2010]. A conceptual model
may provide more and new insights into planning for ubiquitous computing, and can
be used as an artefact to be further analysed and communicated among different
audiences. Additionally, little is known about how difficult it is to solve planning prob-
lems in ubiquitous computing, or the amount of resources the computation for solu-
tions requires. Complexity analysis may provide insights into the answers to these
questions.

We also identify two points of attention for when defining, designing, and developing
future approaches based on planning for ubiquitous computing.

—Definition of problems being solved: Planning problems are intended to model prob-
lems originating from ubiquitous computing. On the one hand, the current situation
witnesses unclear and ambiguous descriptions of ubiquitous computing problems
being addressed. On the other hand, their corresponding planning problems are also
often undefined (more that 50% of primary studies only mention and just a few de-
fine the planning problems). Being formalised, both ubiquitous computing problems
and planning problems provide means for developing well-defined ubiquitous com-
puting systems, allowing for improved maintainability, ability to evolve, reusability,
consistency, and sound reasoning [Bettini et al. 2010].

—Formal correspondence between problems: A formal correspondence between ubiqui-
tous computing problems and planning problems would allow for a sound use of plans
computed for planning problems as solutions to the ubiquitous computing problems.

8. CONCLUSION

Automated planning will have an increasing role as ubiquitous computing is becoming
a reality for a great deal of human-based environments. In the present treatment, we
focus on systematising and evaluating the current state of the art. We adopted a rig-
orous methodology to find a full range of relevant literature and to extract qualitative
information from the literature selected. We used that information to develop a frame-
work of dimensions around which we articulated our analysis. This analysis facilitated
the evaluation of the current progress in terms of recognising directions and points of
attention for future research.

With respect to our introductory questions, our work indicates that there is a gen-
eral challenge inherent in the current literature that should be considered by fu-
ture research, most notably, the field needs precise definitions of planning problems
being solved and transparent modelling of those problems. Another finding is that
the majority of literature uses planning systems off the shelf, and that when using
and integrating planning systems into ubiquitous computing systems no particular
design considerations are enforced. The theoretical progress of automated planning
for ubiquitous computing tends to predominate the practical progress, though sev-
eral studies already demonstrate the use of planning in actual ubiquitous computing
environments.

APPENDIXES
B. THEODORE’S HOME THROUGH PDDL ENCODINGS

We provide samples of encodings of some aspects of the scenarios in Theodore’s home
introduced at the beginning of the article. Most of the encodings are adopted from the
primary studies and modified to fit our purposes and be compliant with PDDL.
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B.1. Domain Types and Predicates

The home of Theodore has various entities that can be classified by some shared char-
acteristics. For example, the TV, lamps, ventilator, and computer are all devices. PDDL
enables representing this kind of information in the domain definition under the :types
tag. Figure 4 shows PDDL types encoding some of the entities in Theodore’s home.

(:types ingredient device room slide surface restaurant ... - object
persons time ... - number
TV lamp computer door window blinds ventilator ... - device
0il water salt egg vegetable ... - ingredient
onion cucumber tomato ... - vegetable

)

Fig. 4. PDDL types representing classes of some of the entities in Theodore’s home.

The relations between different entities and the properties of the home itself are
described by predicates. A basic PDDL predicate has the form (NAME ?7A1 ... ?An),
where the arguments beginning with a question mark are parameters. The predicate
name defines the relation or property of arguments. For example, (adjacent ?rl 7r2)
indicates that rooms 7r1 and 7r2 are adjacent and connected by a door. Additionally, in
its definition, a PDDL predicate may contain the type of each argument. For example,
(adjacent 7r1 7r2 - room). Figure 5 shows definitions of PDDL predicates for some
of the relations and properties of the home of Theodore.

(:predicates (adjacent 7rl ?r2 - room)
(in ?d - device ?r - room)
(at ?b - blinds ?w - window)
(in ?p - person ?r - room)
(on 70 - object ?s - surface)
(turned 7d - device)
(pulled-up ?b - blinds)
(opened 7d - door)
(holding 7o - object)
(quantity ?v - ingredient 7n - number)
(channel ?tv - TV ?ch - channel)
(dirt ?r - room)
(ppt 7id - string ?mac - computer)
(started 7id - string ?f - pptfile - 7s- slide)
(found ?r - restaurant)
(booking-online ?r - restaurant)
(has-space ?r - restaurant ?p - persons)
(booking-made 7r - restaurant 7t - time)
(booked ?r - restaurant)

Fig. 5. PDDL predicates representing some of the properties of Theodore’s home.

B.2. Domain Actions

A single home like Theodore’s one may contain a large number of behavioural outputs:
device operations, human actions, robot actions, application services, and information
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services. All these are modelled as actions in PDDL. In the following sections, we
provide examples of each type of behavioural output.

B.2.1. Device Operations. Figure 6 shows a template action for turning on any device
in Theodore’s home that supports this operation. Examples include TV, lamps, radio,
boiler, computer, etc. Figure 7 shows a simple encoding of an action for closing any of the
doors in Theodore’s home. The preconditions can include additional checks on whether
there are any observable obstacles that may prevent a door from closing. Figure 8
illustrates a PDDL action for opening a window given that its blinds are pulled up
so that the window can be opened inward. Finally, Figure 9 shows a PDDL action for
setting up a specific channel to the TV in Theodore’s living room, if that is the only one.

(:action turn-on-device

:parameters (7d - device)

:precondition (and (not (turned 7d)) (other_cond))
reffect (turned 7d))

Fig. 6. PDDL action for a device operation that turns on a device.

(:action close-door

:parameters (7d - door)

:precondition (and (opened 7d) (other_cond))
:effect (not (opened 7d)))

Fig. 7. PDDL action for closing a door adopted and adapted from De Giacomo et al. [2012].

(:action open-window

:parameters (7w - window)

:precondition (and (not (opened ?w)) (blinds ?b) (at 7b 7w)
(pulled-up 7b) (other_cond))

:effect (opened 7w))

Fig. 8. PDDL action for opening a window.

(:action set-tv-channel
:parameters (7tv - tv ?ch - channel)
:precondition (and (turned 7tv) (channel 7tv 7c) (not (= 7c 7ch)))
:effect (not (channel ?7tv ?c)) (channel 7tv 7ch))

Fig. 9. PDDL action for setting a TV channel and adapted from Kaldeli et al. [2012].

B.2.2. Human Actions. We show examples of two human actions that can be used to
guide Theodore towards accomplishing some objective. Figure 10 illustrates a PDDL
action that encodes picking up some object by a human. The action’s preconditions
require the object to be on some surface before it can be picked up and held by the
human. Figure 11 shows a template action that can be used to instruct Theodore to
move some object from one place to another, assuming that the places are different
and he has already executed the pick-up action.

(:action pick-up

:parameters (7o - object 7s - surface)
:precondition (and (on 7o ?7s))

:effect (and (not (on 7o 7s)) (holding 70)))

Fig. 10. PDDL action representing a human action of picking up an object adopted and adapted from Ortiz
et al. [2013].

ACM Computing Surveys, Vol. 49, No. 4, Article 63, Publication date: December 2016.



Automated Planning for Ubiquitous Computing 63:37

(:action move
:parameters (7o - object ?rl ?r2 - room)
:precondition (and (in 7o 7ril)
(not (in 7o 7r2)) (not (= ?7rl 7r2)) (holding 7o0))
reffect (and (in 7o 7r2) (not (in 7o ?rl1))) (moved 70)))

Fig. 11. PDDL action encoding a human action for moving an object adopted and adapted from Yordanova
[2011].

B.2.3. Robot Action. Figure 12 shows a PDDL action encoding a robot action for
cleaning some room (the original representation involves durations too) [Cirillo et al.
2012]. The action requires a room to be dirty given by the fact that dirt is quantified
and greater than 0. The action’s effect involves decreasing the value of dirt by 1 and
increasing the cost of performing this action by 2. The dirt and cost are both domain
functions, which are state variables whose values can be updated as needed (for
details, see Fox and Long [2003]).

(:action clean

:parameters (7r - room)

:precondition (and (> (dirt 7r) 0))

:effect (and (decrease (dirt ?r) 1) (increase (cost) 2))

Fig. 12. PDDL action representing a robot action for cleaning a room adopted and adapted from Cirillo et al.
[2012].

B.2.4. Application Service. Figure 13 shows a PDDL action encoding a service that sets
a presentation file on a computer using the Microsoft PowerPoint application. Precon-
ditions specify the computer and that the presentation file displayed on that computer
should be different from the one in the input parameter. The effect ensures that the
current file is started on the first slide. This action can be used, for example, to show
the recipe that Samantha has computed for the dish chosen by Theodore.

(:action set-pptfile
:parameters (7id - string ?f - pptfile)
:precondition (and (computer 7mac) (slide 7s) (pptfile ?7f1)
(ppt ?id 7mac) (started ?7id ?f1 ?s) (mot (= ?f 7f1)))
reffect (and (ppt 7id 7mac) (started 7id 7f 1))

Fig. 13. Example of an application service for setting up a presentation adopted and adapted from
Ranganathan and Campbell [2004].

B.2.5. Information Service. Figure 14 shows a PDDL action encoding an information
service that can be used by Samantha to book a restaurant for Theodore’s dinner at a
particular time slot of the day.

(:action book-restaurant

:parameters (7r - restaurant ?p - persons 7t - time)

:precondition (and (found ?7r) (booking-online 7r) (has-space 7r 7p)
(not (booking-made ?p 7t)) (not (booked 7r)))

teffect (and (booking-made ?p 7t) (booked 7r))

Fig. 14. PDDL action representing an information service for booking a restaurant adopted and adapted
from Vukovic et al. [2007].
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B.3. Initial State

The current state of Theodore’s home gives information on the actual layout of the home,
available devices, their arrangement within the home, the statuses of all devices, and
other relations and properties. This snapshot of Theodore’s home can be described in
the initial state of a PDDL problem definition, particularly under the :init tag. The
initial state consists of ground predicates, that is, predicates whose parameters have
assigined specific values. Figure 15 shows a PDDL description of an initial state of

I. Georgievski and M. Aiello

Theodore’s home at some point in time.

(:init (room livingRoom)

)

Fig. 15. PDDL ground predicates representing an initial state of Theodore’s home.

(room kitchen)
(room bedroom)
(room bathroom)
(room toilet)
(door di1)
(door d2)
(door d3)
(door d4)
(door d5)
(window wil)
(window w2)
(window w3)

(blinds bil)
(blinds b2)

(TV tvl)

(TV tv2)
(ventilator vi)

(vegetable onion)
(vegetable tomato)

(adjacent livingRoom kitchen)
(adjacent bedroom bathroom)

(in w1l kitchen)
(at b2 wl)
(in v1 kitchen)

(opened d1)
(opened d3)
(opened wl)
(pulled-up bil)
(turned tvl)

(channel tvil CH5)
(quantity onion 3)
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B.4. Extended Goal

Recall the gas leakage scenario in Theodore’s home. An extended goal for such a situ-
ation is shown in Figure 16. The achieve-maint indicates that the kitchen ventilator
must be turned on, the TV must show a warning, and the window in the kitchen
needs to be opened in some intermediate state and stay satisfied until the final state.
achieve-final defines that the respective expression may hold or not in intermediate
states, but it has to be satisfied in the final state. Finally, under_cond_or_not indicates
that the goal under achieve-final will be satisfied if Theodore is not in the kitchen;
however, if he is in the kitchen, then only the rest of the conjunction will be dealt with.

achieve-maint (and (turned ventilator) (in ventilator kitchen)

(alarm TV) (opened window) (in window kitchen)) and
achieve-final(and (not (opened door))(adjacent livingRoom kitchen)))
under_cond_or_not achieve-maint(not (in THEODORE kitchen))

Fig. 16. Extended goal for dealing with gas leakage adopted and adapted to PDDL (goal constructs are not
part of PDDL) from Kaldeli et al. [2012].

C. PLANNERS EMPLOYED BY PRIMARY STUDIES

Many of the primary studies use already existing planners to implement their ap-
proaches, while only a few studies develop their own planners. Table VII shows the

planners employed by the primary studies together with planners’ references.

Table VII. Planners Employed by Primary Studies Together
with Planners’ References

Study | Planner Planner’s reference
S2 Blackbox Kautz and Selman [1999]
S3 TLPlan Bacchus and Kabanza [1996]
S4 NOAH Sacerdoti [1975]
S5 JSHOP2 Nau et al. [2003]
S6 TLPlan Bacchus and Kabanza [1996]
S9 CBPMP S9
S10 JSHOP2 Nau et al. [2003]
S15 FF Hoffmann and Nebel [2001]
S17 SIADEX Castillo et al. [2006]
S18 RuGPlanner S18
S19 SHOP2 Nau et al. [2003]
S20 SIADEX Castillo et al. [2006]
S21 CAMAP S21
S23 SHOP2 Nau et al. [2003]
S26 SHOP2 Nau et al. [2003]
FF Hoffmann and Nebel [2001]
S27 LPG Gerevini and Serina [2002]
MIPS Edelkamp and Helmert [2001]
S28 Configuration | Di Rocco et al. [2013]
S33 SH S33
S35 LPG [Gerevini and Serina 2002]
S36 GraphPlan Blum and Furst [1997]
S44 JSHOP2 Nau et al. [2003]
S47 FD Helmert [2006]
S50 Configuration | Di Rocco et al. [2013]
S52 OPTIC Benton et al. [2012]
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