
28

Like It or Not: A Survey of Twitter Sentiment Analysis Methods
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Sentiment analysis in Twitter is a field that has recently attracted research interest. Twitter is one of the most
popular microblog platforms on which users can publish their thoughts and opinions. Sentiment analysis in
Twitter tackles the problem of analyzing the tweets in terms of the opinion they express. This survey provides
an overview of the topic by investigating and briefly describing the algorithms that have been proposed for
sentiment analysis in Twitter. The presented studies are categorized according to the approach they follow.
In addition, we discuss fields related to sentiment analysis in Twitter including Twitter opinion retrieval,
tracking sentiments over time, irony detection, emotion detection, and tweet sentiment quantification, tasks
that have recently attracted increasing attention. Resources that have been used in the Twitter sentiment
analysis literature are also briefly presented. The main contributions of this survey include the presentation
of the proposed approaches for sentiment analysis in Twitter, their categorization according to the technique
they use, and the discussion of recent research trends of the topic and its related fields.
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1. INTRODUCTION

Recent years have witnessed the rapid growth of social media platforms (e.g., Facebook,
Twitter, Google+, and several blogs) in which users can publish thoughts and opinions
on any topic. The increasing popularity of social media platforms has changed the
web from a static repository of information into a dynamic forum with continuously
changing information. Social media platforms gave the capability to people to express
and share their thoughts and opinions on the web in a very simple way. Thus, the
so-called User Generated Content varies a lot, from simple “likes” in status updates in
Facebook to long publications in blogs.

User-generated information is a good source of opinion and can be valuable for a vari-
ety of applications that require understanding the public opinion about a concept. One
typical example that illustrates the importance of public opinion refers to enterprises
that can capture the views of customers about their products or their competitors.1,2

1https://www.brandwatch.com/sentiment-analysis-feature/.
2http://www.trackur.com/.
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This information can be used to improve the quality of their services or products
accordingly. In addition, it is possible for a government to understand the public view
regarding different social issues and to act promptly. Another example is that potential
customers of a product can use the opinionated information to decide whether to buy
the product or not. Finally, users can view the evolution of sentiment in various topics
in which they are interested.3,4

Until recently, the main sources of opinionated information were friends and special-
ized websites. Now, consumers can consult past experiences and opinions published by
other users before buying a specific product. However, mining opinions and sentiment
from social media is very challenging due to the vast amount of data generated by the
different sources. The opinionated information about a topic is hidden within the data
and therefore it is nearly impossible for a person to look through the different sources
and extract useful information. For that reason, researchers have started investigat-
ing and developing approaches that can automatically detect the text polarity and can
effectively mine opinionated information even within a huge amount of data.

Opinion Mining (OM) and Sentiment Analysis (SA) are two emerging fields that aim
to help users find opinionated information and detect the sentiment polarity. OM and
SA are commonly used interchangeably to express the same meaning. However, some
researchers state that they aim to tackle two slightly different problems. According
to Tsytsarau and Palpanas [2012], OM is about determining whether a piece of text
contains opinion, a problem that is also known as subjectivity analysis, whereas the
focus of SA is the sentiment polarity detection by which the opinion of the examined
text is assigned a positive or negative sentiment. More formally, OM or SA is the
“computational study of opinions, feelings and subjectivity in text” [Pang and Lee
2008].

According to a more complete definition given by Liu [2012] “an opinion is a quintuple
(ei, aij, sijkl, hk, tl) where ei is the name of an entity, aij is an aspect of ei, sijkl is the
sentiment on aspect aij of entity ei, hk is the opinion holder, and tl is the time when the
opinion is expressed by hk.” To illustrate the different parts of the definition, we use an
example. Consider the following review posted on 10.06.2015 by the user Helen:

The picture quality of my new Nikon V3 camera is great.

In this example, Nikon V3 is the entity for which the opinion is expressed, picture
quality is the aspect of the entity, the sentiment of the opinion is positive, the opinion
holder is the user Helen, and the time that the opinion is expressed is 10.06.2015.
The opinion quintuple (Nikon_V3, picture_quality, positive, Helen, 10.06.2015) can be
generated after analyzing this example.

OM and SA have been studied on many media, including reviews, forum discussions,
and blogs. Recently, researchers have started to analyze opinions and sentiments ex-
pressed in microblogs as they contain a large number of opinionated text. One of the
most popular microblogs is Twitter,5 which has managed to attract a large number of
users who share opinions, thoughts, and, in general, any kind of information about any
topic of their interest. The information that is posted on Twitter frequently contains
opinion about products, services, celebrities, events, or anything that is of user’s in-
terest. Due to its increasing popularity, Twitter has recently attracted the interest of
many researchers who analyzed Twitter data for a variety of different tasks such as
making predictions [Bollen et al. 2011], detecting users’ sentiment towards different

3http://www.opinioncrawl.com/.
4https://www.csc.ncsu.edu/faculty/healey/tweet_viz/tweet_app/.
5http://twitter.com/.
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Fig. 1. Typical process for sentiment classification.

topics [Go et al. 2009], detecting users’ emotions [Mohammad 2012], and detecting
irony [Reyes et al. 2013].

Twitter Sentiment Analysis (TSA) tackles the problem of analyzing the messages
posted on Twitter in terms of the sentiments they express. Twitter is a novel domain
for SA and very challenging. One of the main challenges is the length limitation,
according to which tweets can be up to 140 characters. In addition, the short length
and the informal type of the medium have caused the emergence of textual informalities
that are extensively encountered in Twitter. Thus, methods proposed for TSA should
take into account these unique characteristics.

The majority of TSA methods use a method from the field of machine learning, known
as classifier. Figure 1 shows the most typical TSA process. The first step includes
collecting tweets and labeling them by sentiment. The labeled tweets represent the
training data. Although Twitter API (Application Programming Interface) facilitates
the process of collecting tweets, assigning labels is challenging and should be addressed
carefully. More details about how tweets can be collected and annotated can be found
on Section 5.2. The next step focuses on extracting a set of features that are used
to train the classifier. The selected features and their combination may influence the
performance of the classifier. Section 2.3 presents more details for feature selection.
Both the labeled data and the selected features are forwarded to the machine-learning
algorithm and are used to build the classifier model. Section 3 presents the various
TSA approaches. In the last step, the classifier assigns labels to tweets that are not
annotated. The correctness of those annotations determine the performance of the
classifier. The evaluation metrics are described on Section 2.4.

There are numerous of articles focused on SA and, more recently, some on TSA. This
creates the need for a survey article to summarize the proposed approaches and the
recent research trends. Two long and detailed surveys on SA were presented some time
ago by Pang and Lee [2008] and Liu and Zhang [2012]. Pang and Lee [2008] provide
a comprehensive overview of the SA approaches using various types of data. However,
this survey was published some time ago and does not cover recent developments and
trends in the field. More recently, Liu and Zhang [2012] provided a comprehensive
and detailed description of all the important concepts and topics related to SA. Their
survey is organized based on the different SA applications for each of which they
provide explanatory definitions and related approaches. One important difference is
that our survey is specifically focused on TSA. We provide a shorter introduction to the
general SA concepts and definitions that are still illustrative enough for beginners to
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obtain a pedagogical overview of the field. However, we provide detailed descriptions for
the most important TSA concepts, including a description of Twitter and TSA feature
selection followed by a number of illustrative examples. In addition, we present the
recent developments on TSA, including the use of deep learning.

Tsytsarau and Palpanas [2012] have also presented a very informative survey on
SA. Similarly to Liu and Zhang [2012], they organized their survey based on the main
tasks of SA for each of which they present definitions and discuss problems and the
various approaches. The categorization of the articles is illustrated using tables and
graphs to facilitate comparison of works. This survey briefly discusses opinion mining
in microblogs, which began receiving attention only recently. Instead, in our survey,
we only focus on TSA articles and categorize them by approach. Similarly to Tsytsa-
rau and Palpanas [2012], we use tables to facilitate the comparison of the different
approaches. However, we also present recent developments (i.e., deep learning) and
critically discuss the TSA approaches depending on their strengths and limitations.
Another difference is that we provide detailed presentation of the available TSA sen-
timent lexicons and datasets. In addition, we describe the process of creating own
Twitter datasets using Twitter API. Moreover, there is one survey focused on research
performed on Twitter presented by Martı́nez-Cámara et al. [2012]. However, Martı́nez-
Cámara et al. discuss a number of different tasks applied on Twitter data and they
provide only a brief overview of TSA. Also, only a small subset of the described articles
are related to TSA, whereas our survey provides a comprehensive overview of this
field.

To the best of our knowledge, there is a lack of detailed surveys on TSA. This survey
provides a comprehensive overview of the TSA area, including recent trends and pro-
posed approaches. First, it categorizes the presented studies based on an approach in-
cluding recent developments such as the use of deep learning. This can help researchers
and newcomers to obtain a panoramic view of the particular field. The presented ap-
proaches are also critically discussed based on their advantages and disadvantages.
Second, it discusses fields related to TSA that have attracted research interest. These
include Twitter opinion retrieval, tracking sentiments over time, irony detection, and
emotion detection. Third, this survey discusses different resources that are frequently
used in TSA. We summarize different approaches proposed for the construction of
sentiment lexicons for Twitter, present and briefly describe the available evaluation
datasets, describe the process of creating Twitter datasets, and summarize the differ-
ent processes applied to annotate the existing datasets. Finally, this survey identifies
and discusses some open issues and directions for future research. We believe that
there are sufficient differences to make this survey distinct and complimentary to the
other surveys we mentioned.

The rest of the article is organized as follows. Section 2 attempts to give a gen-
eral overview of the TSA by presenting Twitter, TSA challenges, and feature selection
methods. Section 3 presents and analyses the proposed TSA methods and the cor-
responding articles. The fields related to TSA are presented in Section 4. Research
resources are presented in Section 5. Section 6 discusses the open problems and in-
dicates future directions. Finally, the conclusions of this survey are summarized in
Section 7.

2. TWITTER SENTIMENT ANALYSIS: A GENERAL VIEW

2.1. Twitter

Microblogging is a network service with which users can share messages, links to
external websites, images, or videos that are visible to users subscribed to the ser-
vice. Messages that are posted on microblogs are short in contrast to traditional blogs.
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Currently, a number of different microblogging platforms are available, including Twit-
ter,6 Tumblr,7 FourSquare,8 Google+,9 and LinkedIn.10

One of the most popular microblogs is Twitter, which was launched in 2006 and since
then has attracted a large number of users. Currently, Twitter has 284 million users
who post 500 million messages per day.11 Due to the fact that it provides an easy way to
access and download published posts, Twitter is considered one of the largest datasets
of user generated content. Twitter is characterized by some specific features that are
listed below:

—Tweet: A tweet is a single message posted on Twitter. The content of a tweet, which
can be, at maximum, 140 characters, can vary from personal information or personal
opinion on products or events to others such as links, news, photos, or videos.

—User/Username: A user has to be registered with the platform to post tweets. The
user selects a pseudonym (username) during registration, which will be afterwards
used to post messages.

—Mention: Mentions in a tweet indicate that the post mentions another user. To make
this reference to a username, users use the symbol @ followed by the specific user-
name they refer to (@username). Mentions are placed anywhere in the body of the
tweet.

—Replies: Replies in a tweet are used to indicate that the post is an answer to another
tweet and are usually employed to create conversations. Similarly to mentions, they
are created using the @ symbol followed by the username they refer to. Replies are
placed next to the username that creates the reply.

—Follower: Followers refer to the users that follow a user’s tweets and activity. Fol-
lowing other users is the main way to connect to other users in Twitter. Users on
Twitter receive updates from those they follow and they send their updates to those
who follow them.

—Retweet: Retweets refer to the tweets that are re-distributed. When a user finds a
tweet interesting, then he or she can re-post it by using the retweeting functionality.
The retweeting is considered a powerful tool for disseminating information. The
tweet that is shared remains unchanged and is usually marked with the abbreviation
RT followed by the author’s username (RT @ username). The retweet may also contain
a short comment.

—Hashtag: Hashtags are used to indicate the relevance of a tweet to a certain topic.
Hashtags that are created using the # character followed by the topic name (#topic)
have emerged from the need to label information on the messages that were posted.
Tags are generated by users spontaneously and can be utilized to get all the tweets
with the same hashtag. Hashtags that appear in a high number of tweets are char-
acterized as trending topics.

—Privacy: Twitter gives the option to a user to decide if his/her tweets will be visible
to everyone or only to his/her approved Twitter followers.

Figure 2 shows an example of a tweet. The tweet is taken from the New York Times
Fashion user. We observe that it contains some of the mentioned characteristics such
as username (NYT Fashion) and the indication that it is a retweet. The tweet is a reply
to the user NYTFashion (@NYTFashion) and contains one mention that is referred to

6http://twitter.com/.
7http://tumblr.com/.
8http://foursquare.com/.
9http://plus.google.com.
10http://inkedin.com/.
11https://about.twitter.com/company.
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Fig. 2. A picture of a tweet taken from the New York Times Fashion user.

the user nytimes (@nytimes). Also, two hashtags indicate topics related to this tweet
(#Periscope and #metgala).

2.2. Sentiment Analysis Challenges

Detecting sentiment in Twitter is a non-trivial task and differs considerably from
detecting sentiment in conventional text such as blogs and forums. Researchers who try
to develop effective TSA methods have to confront a number of challenges that emerge
from the special characteristics of Twitter. One of the most important challenges is the
informal type of medium and the length limitation. Also, they have to deal with the
dynamic and evolving content. Here, we present the most important TSA challenges:

—Text Length: One of the unique characteristics of tweets is their short length, which
can be up to 140 characters. This makes TSA differ from the previous research of
sentiment analysis of longer text such as blogs or movie reviews. Bermingham and
Smeaton [2010] performed a study with the aim to examine if the short length of
tweets makes this task more difficult compared to longer texts. To this end, they
compared Support Vector Machine (SVM) and Multinomial Naı̈ve Bayes (MNB) clas-
sifiers for blog and Twitter SA. Their results showed that SVM performs better than
MNB on blogs, but MNB achieved better results than SVM on microblogs. They con-
cluded reporting that classifying tweets is a much easier task than classifying longer
documents such as blogs.

—Topic Relevance: Most of the work that is done on TSA aims to classify the sentiment
orientation of a tweet without considering the topical relevance. To capture the topic
relevance of a tweet, many researchers simply consider the presence of a word as an
indicator of the topical relevance. Also, other studies consider the hashtag symbol as
a strong indicator of the tweet’s relevance towards a specific topic. Considering the
short length of the tweets, those approaches can be partially right as in most of the
cases the sentiment will target that specific topic.

—Incorrect English: Due to its informal type of communication and the length limita-
tion, the language used in Twitter is very different from the language used in other
text genres (web, blogs, news etc.). Tweets contain textual peculiarities including em-
phatic uppercasing, emphatic lengthening, abbreviations and the use of slangs and
neologisms. Brody and Diakopoulos [2011] presented a study focused on emphatic
lengthening and its impact on TSA. According to this study, emphatic lengthening is
very frequent in Twitter, occurring in approximately one of every six tweets.

—Data Sparsity: Tweets contain a lot of noise due to the extensive use of incorrect
English and misspellings. This phenomenon, which is known as data sparsity, has
an impact on the overall performance of sentiment analysis. The main reason for
data sparsity in Twitter is the fact that a great percentage of tweets’ terms occur
fewer than 10 times [Saif et al. 2012a] in the entire corpus. One interesting study
focused on reducing data sparseness of tweets was presented by Saif et al. [2012a],
who proposed semantic smoothing to reduce the sparseness.
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Fig. 3. Typical scenarios of preprocessing on standard text and tweets.

—Negation: Presence of negation words plays an important role in detecting the sen-
timent polarity of a message. The detection and the proper handling of negations is
not trivial and remains a challenge. Detecting negations is important because they
may cause the flip of a message’s polarity (positive becomes negative or vice versa).
A large number of researchers adopted a simple technique by simply reversing the
polarity when a negation word is detected. A more advanced approach for handling
negation in TSA was presented by Kiritchenko et al. [2014], who developed two sep-
arate lexicons, one with terms that usually appear in context with negations and one
with terms that appear in context without negations. Kiritchenko et al. showed that
negation of positive terms tend to imply negative sentiment, whereas in the case of
negative terms the sentiment remains negative in the negated context.

—Stop Words: Stop words are common words that have low discrimination power (e.g.,
the, is, and who), and they are usually filtered out before processing the text. Typical
pre-compiled stop-words lists are not suitable for Twitter and may even influence
the TSA performance. For example, the word “like” generally is considered a stop
word; however, it has an important sentiment discrimination power when doing
TSA. To this end, there has been some work focused on building stop-words lists
for Twitter. Saif et al. [2014] presented a study in which they examined the impact
of removing stop words on TSA effectiveness. They used tweets from six different
datasets on which they applied six different stop-word identification methods with
the aim to examine how they affect the TSA performance. Their analysis included
observations of the fluctuations on the level of data scarcity, the size of the classifiers
feature space and classification performance.

—Tokenization: Another challenge related to TSA is the tokenization of the sentences.
Rather than splitting on whitespace, Owoputi et al. [2013] proposed a Twitter-specific
tokenizer. The tokenizer was proved to be effective when dealing with Twitter data.

—Multilingual Content: Tweets are written in a wide variety of languages, sometimes
mixed even in the same message. The difficulty for language detection increases as
a result of the tweets’ short length. One of the studies that focused on multilingual
TSA was presented by Narr et al. [2012], who developed a language-independent
classifier that was evaluated over tweets in four languages. They showed that the
proposed classifier performs effectively in multiple languages without needing extra
process per additional language.

—Multimodal Content: In some cases, tweets contain multimodal content such as im-
ages or videos. Image and video analysis may be valuable for TSA, as it can provide
useful information on determining who is the opinion holder or on the entity ex-
traction. However, extracting features from multimodal content for TSA is still an
under-explored area.

All of these challenges are very important and have to be considered for TSA. How-
ever, some of these challenges (negation, stop-word removal, and multimodal con-
tent) are encountered when addressing SA on all kinds of textual data. Figure 3
shows a typical preprocessing scenario of standard text and tweets. We observe that
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additional steps are required in case of tweets in order to deal with some of their unique
characteristics.

2.3. Feature Selection for Twitter Sentiment Analysis

The majority of SA and TSA methods detect sentiment based on a feature set. The
selected features and their combination play an important role for detecting the senti-
ment of a text. Several types of textual features have been examined in the literature
for online reviews and news articles including part-of-speech (POS) tags and informa-
tion from sentiment lexicons. In the domain of microblogs, we can identify four different
classes of textual features: semantic, syntactic, stylistic, and Twitter-specific features.
Semantic, syntactic, and stylistic features include well-known features and have been
used in the existing literature of SA of other genres such as reviews, blogs, and forums.
Semantic features include terms that reveal negative or positive sentiment usually
taken from sentiment lexicons or the semantic concept of terms. Syntactic features
that are frequently applied include n-grams and part-of-speech tags. Stylistic features
refer to the writing style used in Twitter, whereas the last class include features that
emerged from the unique characteristics of tweets such as retweets or hashtags.

In most of the cases, TSA feature selection is based on approaches that were pre-
viously shown to be effective in other domains. An et al. [2014] used the chi-squared
measure, which is a common statistical test for feature selection, whereas Kiritchenko
et al. [2014] used a Pointwise Mutual Information (PMI) measure to identify terms
that reveal sentiment. Also, a number of researchers analyzed the impact of different
features on TSA and managed to establish feature selection criteria [Pak and Paroubek
2010; Agarwal et al. 2011; Kouloumpis et al. 2011]. In the remainder of this section,
we present the most common features that have been used for TSA.

—Semantic Features: The most frequently used semantic features are opinion words,
sentiment words, semantic concepts, and negation. Opinion words refer to words or
phrases that are characterized as indicative of opinion, whereas sentiment words
are indicative of positive or negative sentiment. Opinion and sentiment words and
phrases are of the most used features in SA and can be extracted manually or semi-
automatically from opinion and sentiment lexicons, respectively. In TSA, researchers
have leveraged lexicons developed for other domains such as SentiWordNet [Esuli
and Sebastiani 2006] and Multi-perspective Question Answering (MPQA) Opinion
Corpus [Wilson et al. 2005] to either produce scores in an unsupervised way or
as additional features for training machine-leaning methods in a supervised way.
Other researchers examined the usefulness of the semantic concepts that are hidden
in tweets. For example, Saif et al. [2012b] leveraged the entities related to the terms
used in tweets and their sentiment to improve the performance of TSA. An additional
feature that is very important for TSA and in general for SA is negation, which may
flip the polarity of text. In fact, features that imply negations have been examined
by a number of researchers [Pak and Paroubek 2010; Tai and Kao 2013; Kiritchenko
et al. 2014].

—Syntactic Features: Syntactic features are the most used features, together with se-
mantic features. These are typically unigrams, bigrams, n-grams, terms’ frequencies,
POS, dependency trees, and coreference resolution. With the intention to explore the
impact of different terms on sentiment analysis, a number of studies assigned a
binary weighting score (presence/absence) to the terms, whereas others use more
advanced weighting schema considering frequencies of terms. In the literature, a
classifier trained only on unigrams is frequently used as a baseline for comparison
reasons. In addition to the terms, POS tags (e.g., nouns, verbs, and adjectives) is
another syntactic feature that can capture information that indicates opinion as in
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Fig. 4. The parse tree of the sentence “The little cat is in the house.” In this example, S refers to a sentence,
NP to a noun phrase, VP to a verb phrase, Det to a determiner, ADJ to an adjective, V to a verb, Prep to a
preposition, and N to a noun.

Fig. 5. The dependency tree of the sentence “Mary bought a house.”

case of adjectives considered to be related with opinion. In the case of POS, results
are controversial since there are studies that do not report improvements using
them [Go et al. 2009; Kouloumpis et al. 2011], whereas others report at least small
improvements [Pak and Paroubek 2010; Barbosa and Feng 2010; Agarwal et al.
2011]. Another feature is the dependency trees based on the notion that the words
and other linguistic units are connected to each other by directed links. Dependency
trees produce syntactical relations of the terms within a sentence. In dependency
trees the verb is the center of the sentence and the rest linguistic units are connected
with the verb with syntactical relations. One example of the syntactical relations is a
word that is a subject in relation to a verb. This feature is important for entity-level
sentiment analysis, as it indicates relations between the opinion words and the opin-
ion target. Coreference resolution that occurs when two or more expressions refer to
the same person or thing is an additional syntactic feature that has been examined
for TSA [Zhang et al. 2011]. Trees are frequently used to illustrate the relations after
the syntactic analysis of a sentence. Figure 4 shows the parse tree of the sentence
“The little cat is in the house,” on which one can easily view the POS tags of the
sentence, whereas Figure 5 shows the dependency tree of the sentence “Mary bought
a house,” on which one can view the syntactical relations within the sentence.

—Stylistic Features: These include features emerging from the non-standard writing
style that is used in Twitter. Some examples are emoticons, intensifiers, abbrevia-
tions, slang terms, and punctuation marks. One important feature is the presence
of emoticons, whose usefulness has been extensively examined in the literature.
Wikipedia12 is a common source for obtaining an emoticon list [Agarwal et al. 2011].
Figure 6 illustrates a list of the most common emoticons. Another stylistic character-
istic of tweets is the use of intensifiers, which are used to increase the emphasis of
what is written and which include repeated characters, emphatic lengthening, and

12http://en.wikipedia.org/wiki/List_of_emoticon.
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Fig. 6. A list with the most common emoticons.

emphatic uppercase. Also, the use of punctuation marks (e.g., exclamation marks
etc.) is very common in Twitter.

—Twitter-Specific Features: Researchers have also examined some features that are
specific of Twitter. These are hashtags, retweets, replies, mentions, usernames, follow-
ers, and URLs. A number of researchers have analyzed the impact of those features
on TSA by considering their presence/absence or their frequency in a tweet [Barbosa
and Feng 2010; Jiang et al. 2011].

Feature selection is not a trivial task and a thorough analysis is needed to detect the
most useful features for each domain. To this end, Agarwal et al. [2011] and Kouloumpis
et al. [2011] analyzed the usefulness of different features for TSA. Agarwal et al. [2011]
proposed a feature-based model and performed a comprehensive set of experiments to
examine the usefulness of various features, including POS and lexicon features. The
analysis showed that the most useful combination is the one of POS with the polarity of
words. Kouloumpis et al. [2011] also analyzed the impact of different features on TSA.
This study was mostly focused on semantic and stylistic features, including emoticons,
abbreviations, and the presence of intensifiers. Combinations of features that reveal
the polarity of the terms with the n-grams managed to achieve the best performance.
However, this study showed that POS had a negative impact on TSA, in contrast with
the conclusions of the study performed by Agarwal et al. [2011].

The most typical feature selection process is to isolate words and other features and
apply different feature selection and dimensionality reduction techniques with the aim
to identify the most informative. One limitation of this approach is that it requires
additional steps to handle other phenomena such as negation handling or sarcasm
detection. In addition, when the list of candidate features grows a lot, finding the best
feature combination is not always feasible. To address these limitations, researchers
started exploring algorithms that are capable of obtaining learning representations
of the data and these make it easier to extract useful information for building the
classifier [Bengio et al. 2013]. To this end, researchers have started recently exploring
deep-learning methods based on word embeddings that allow sentence structure and
semantics understanding [Maas et al. 2011; Irsoy and Cardie 2014; Tang et al. 2014a].
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Fig. 7. A visualization of relations of word eat compared to the rest of the words. This figure was created
with the help of wevi: word embedding visual inspector tool.

Table I. Example of a Confusion Matrix Showing the Performance
of a Sentiment Analysis Method

Predicted as Positive Predicted as Negative
Are Positive TP FN
Are Negative FP TN

Word embeddings use numbers to represent the words where each of these numbers
is a dimension. Once word embeddings have been trained, they can be used to extract
words similarities or other relations. An example is illustrated in Figure 7 that shows
the relations and similarities of the words learn and play in relation to the other words
after the training phase. This figure was created with the help of wevi: word embedding
visual inspector tool.13

2.4. Evaluation Metrics for Twitter Sentiment Analysis

TSA can be considered as a classification problem, since the goal in the typical scenario
is to classify the opinion expressed in a tweet as positive or negative. The most fre-
quently used evaluation metrics are accuracy, precision, recall, and F-score, adopted
from traditional classification problems.

To better understand the metrics, we introduce one example. Consider that we want
to evaluate the performance of a classifier or, in general, a method on its ability to
classify a text as expressing positive or negative sentiment. Table I describes the
performance of this method on a set of test data for which the sentiment is known. This
table, also called a confusion matrix, shows the number of True Positives (TP), True
Negatives (TN), False Positives (FP), and False Negatives (FN) instances that are used
to compare the predictions of the method with the ground truth. TP represents the
number of instances that were predicted as positive and were indeed positive, whereas
FP is the number of instances incorrectly predicted as positive. TN and FN have a
corresponding meaning for the negative class.

Based on this matrix, we now present the most popular evaluation metrics having
been used in the SA and TSA literature.

13https://ronxin.github.io/wevi/.
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—Accuracy: Accuracy is the most frequently used evaluation metric and measures how
often the method being evaluated made the correct prediction. It is calculated as the
sum of the true predictions divided by the total number of predictions. That is:

Accuracy = TP + TN
TP + TN + FP + FN

.

—Precision: Precision represents the exactness of the method and is calculated as the
ratio of instances that were predicted as positive and were indeed positive divided
by the total number of instances that were predicted as positive. That is:

Precision = TP
TP + FP

.

—Recall: Recall, which is also known as sensitivity, denotes the fraction of positive
instances that were predicted to be positive and is calculated as:

Recall = TP
TP + FN

.

—F-score: Usually, calculating recall and precision is not enough. A combination of the
two is more appropriate to evaluate the performance of the methods. The F-score is
the metric that combines recall and precision. This metric is also known as harmonic
F-score, F1-score, or F-measure accuracy and is calculated as:

F-score = 2 · precision · recall
precision + recall

.

Finally, when the sentiment classification is formulated as a multi-class problem
(i.e., it aims to classify a tweet as positive, negative, or neutral), it is common practice
to calculate the positive, negative, and neutral F-score. However, there are approaches
that do not predict the neutral class. This does not mean that the task is reduced to
predicting only positive and negative tweets. These approaches should still be evaluated
on the whole ground truth that includes neutral tweets.

3. TWITTER SENTIMENT ANALYSIS APPROACHES

In the literature, SA has been applied at three different levels: document, sentence,
and entity levels. SA at the document level aims to identify the sentiment polarity
expressed in the whole document. The sentence level SA aims to classify each sentence
as positive or negative, whereas entity-level SA detects the sentiment polarity of a
specific entity/target of a particular object.

Due to the length limitation, the majority of tweets contains a single sentence. There-
fore, for the task of TSA there is no fundamental difference between document and
sentence level. In case of tweets, SA can be applied on two levels: message/sentence
and entity levels.

Four different classes can be identified in the literature of TSA:

—Machine Learning
—Lexicon-Based
—Hybrid (Machine Learning & Lexicon-Based)
—Graph-Based

The machine-learning approach employs a machine-learning method and a number
of different features to build a classifier that can detect tweets that express opinion or
sentiment. The lexicon-based approach uses a manually or automatically built list of
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positive and negative terms to derive the polarity of the message or the entity under
investigation. Methods that follow the hybrid approach combine machine-learning and
lexicon-based methods to achieve a better performance [Khuc et al. 2012]. In contrast to
machine-learning and lexicon-based approaches that can be applied to any type of text,
the graph-based methods are applied to content with any type of social relations. The
graph-based approach exploits social network properties to achieve better performance
for TSA [Speriosu et al. 2011].

3.1. Machine-Learning Methods

The majority of the proposed methods that deal with TSA employs a classifier from the
field of machine learning that is trained on various features of tweets. Some of the most
applied classifiers are the Naı̈ve Bayes (NB), Maximum Entropy (MaxEnt), Support
Vector Machines (SVM), Multinomial Naı̈ve Bayes (MNB), Logistic Regression (LR),
Random Forest (RF), and Conditional Random Field (CRF). In the following, we review
these approaches, classifying them in either supervised methods or ensembles.

3.1.1. Supervised Learning. One of the first studies dealing with TSA was carried out
by Go et al. [2009], who treated the problem as a binary classification, classifying the
tweets as either positive or negative. Due to the difficulty of manually tagging the
sentiment of tweets, they employed distant supervision to build a machine-learning
classifier. Go et al. used the technique that was demonstrated by Read [2005] to col-
lect the data. To this aim, they used emoticons to differentiate between negative and
positives tweets. Retweeted posts and messages containing both positive and negative
emoticons were filtered out. The final training data set consisted of 1,600,000 messages
that were equally distributed into the two categories of polarity. They examined NB,
MaxEnt, and SVM classifiers, the same methods applied by Pang et al. [2002] for SA of
movie reviews. Bigrams, unigrams, and POS tags were used as features. The authors
drew interesting results such as that adding negation as an explicit feature with uni-
grams and using POS tags are not useful for polarity classification. They also reported
that the most effective method was using NB with bigrams as features, which managed
to achieve an accuracy of 82.7%.

Similarly to Go et al. [2009], Pak and Paroubek [2010] also used emoticons as labels to
annotate about 300,000 tweets. Unlike Go et al., Pak and Paroubek [2010] tackled the
problem as a multiclass classification task and classified tweets as positive, negative, or
neutral. Neutral tweets were gathered from newspapers and magazines accounts, such
as New York Times and Washington Posts. The authors also presented the frequency
distribution of terms after a linguistic analysis. One conclusion was that the pronoun for
the first person and the adjectives connected to that usually occurred in opinionated
messages. They compared the performance of SVM, MNB, and CRF using different
features including unigrams, bigrams, n-grams, and the position of n-grams. Their
results showed that the best combination was MNB together with n-grams and POS
tags. They also observed that the performance increased with more training data.

Barbosa and Feng [2010] tackled the TSA problem with a two-step classifier. The
first step determined whether the message was opinionated or not while the second
step aimed to further classify the tweet as positive or negative. Barbosa and Feng used
information from three different sentiment detection tools to annotate a collection of
tweets. Tweets assigned different sentiment polarity from the detection tools were re-
moved resulting in a training dataset of 200,000 tweets. They used meta-index and
syntax features to train the classifiers. POS tags and words’ polarity using the MPQA
lexicon [Wiebe et al. 2006] are examples of meta-index features, whereas syntax fea-
tures include retweets, hashtags, URLs, emoticons, and so on. Also, they normalized
the frequency of each feature by the number of tokens in the tweet. The best results
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occurred with the SVM classifier obtaining an accuracy of 81.9% for the subjectiv-
ity detection and 81.3% for the polarity detection. An interesting conclusion was that
the syntax features were more important for the subjectivity detection, whereas the
meta-features were so for the polarity detection.

Davidov et al. [2010] also presented a supervised approach that was similar to a
k-Nearest Neighbors algorithm (kNN). In contrast to the previous approaches, they
leveraged the hashtags and emoticons in tweets for collecting training data. Apart
from the traditional features, Davidov et al. also used hashtags, smileys, punctuations,
and frequent patterns and achieved an average harmonic F-score of 86.0% for binary
classification for their kNN-like classification strategy.

One of the most used classifiers for addressing TSA is the SVM classifier. Bakliwal
et al. [2012] employed an SVM classifier trained on 11 features to address TSA. They
employed different pre-processing techniques one by one in order to measure their
effectiveness. Spelling correction, stemming, and stop-words removal managed to in-
crease the accuracy of the classifier. Two different datasets were used to evaluate their
approach, the Stanford dataset [Go et al. 2009] and the Mejaj [Bora 2012]. The best
results were achieved by the combination of NLP- and Twitter-specific features.

Similarly, Mohammad et al. [2013] employed an SVM classifier on the dataset given
by a SemEval-2013 evaluation campaign [Nakov et al. 2013]. They represented each
tweet as a feature vector that included word/character n-grams, POS, capital words,
hashtags, lexicons, punctuation, emoticons, emphatic lengthening, and negation. They
observed that the SVM classifier trained using those features performed better than
the baseline trained on unigrams. Their method obtained an F-score of 69.02% for the
message-level analysis and 88.93% for the term-level task. The authors concluded that
the most useful features are the lexicon features and the n-grams.

A linear-kernel SVM method was proposed by Kiritchenko et al. [2014] for TSA. The
proposed system was based on a supervised statistical text classification approach. Kir-
itchenko et al. utilized a variety of surface-form, sentiment, and semantic features, the
majority of which were derived from tweet-specific lexicons. The linear-kernel SVM
managed to outperform the MaxEnt classifier.

A three-step cascaded classifier framework for TSA was presented by Asiaee et al.
[2012]. In the first step, they identified the tweets of the topic of interest. In the
second step, they identified the tweets with sentiment, whereas in the last step the
tweets were annotated with sentiment polarity. They studied the TSA performance of
a number of classical methods and also proposed new algorithms including kNN, NB,
weighted SVM, and Dictionary Learning. One interesting result of this study is that
the performance of the classification was improved in a low-dimensional space.

The selection of features is very important for the effectiveness of the supervised
methods. To this end, a number of researchers analyzed the impact of different fea-
tures on TSA [Agarwal et al. 2011; Aisopos et al. 2011; Kouloumpis et al. 2011; Saif
et al. 2012b; Hamdan et al. 2013]. Agarwal et al. [2011] performed a study to ana-
lyze the different TSA features and to examine the performance of different methods
on TSA. In total, they compared three methods; the baseline method that considered
only unigrams, the partial tree kernels, and the feature-based model. They showed
that both the tree-kernel and the feature-based model outperformed the baseline. In
addition, after extensive analysis of the usefulness of the features, they concluded that
the most helpful features for TSA were those that refer to the sentiment polarity of
a term.

Aisopos et al. [2011] suggested the use of n-gram graphs to improve classification
accuracy. The authors employed two classification algorithms: MNB and a C4.5 tree
classifier that were evaluated on about 3 million tweets. The training data annotation
was based on the presence or absence of emoticons. Extensive experiments showed
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that the best model is a C4.5 tree classifier trained on a 4-gram graph with distance-
weighted edges. Their best model obtained 66.77% accuracy for binary classification
and 50.67% for the three-way classification.

Another study that investigated the usefulness of different features was presented
by Kouloumpis et al. [2011], who specifically focused on the linguistic features. The
authors used AdaBoost to detect the polarity of the sentiment. Training data were
collected using the existing hashtags in tweets that indicated sentiment. The best
performance was achieved by combining n-grams, lexicon, and microblogging features,
whereas POS was not a good indicator of sentiment.

A conceptual semantic approach was proposed by Saif et al. [2012b], who examined
a set of semantic features. The semantic features consisted of semantic concepts (e.g.,
person, city) that represented extracted entities (e.g., Steve Jobs, London). Saif et al.
[2012b] incorporated the semantic features into an NB classifier. Their results showed
an average increase of an F-harmonic accuracy score for identifying negative and
positive sentiment of around 6.5% and 4.8% over the baselines of unigrams and POS
features, respectively.

Hamdan et al. [2013] proposed to use many features and resources with the aim
to achieve a good performance on TSA. Examined features included concepts from
DBPedia, verb groups and adjectives from WordNet, and senti-features from Senti-
WordNet. Hamdan et al. [2013] also employed a dictionary of emotions, abbreviations,
and slang words to improve the accuracy of TSA. Their method managed to improve
F-measure accuracy by 2% and 4% by considering these features compared to the SVM
trained on unigrams and NB classifier, respectively.

Instead of applying TSA at a tweet level, Jiang et al. [2011] used a machine-learning
approach to address the task of aspect-based TSA. The proposed method combined
target-independent and target-dependent features and manually defined rules to detect
the syntactic patterns that showed if a term was related to a specific object. They
also employed a binary SVM for subjectivity and polarity classification. They utilized
microblog-specific features such as retweets, replies, and mentions to create a graph
that reflects the similarities of tweets. Jiang et al. [2011] reported an accuracy of about
68% for target identification and of about 79% for sentiment classification. Utilizing
target identification improved the accuracy of sentiment classification, resulting in an
accuracy of 85%.

Finally, Aston et al. [2014] studied the sentiment analysis problem in tweet data
streams. They examined different supervised methods with limitations on memory and
processing time. Tweets were represented using character n-grams. The large number
of features was reduced by selecting the top N features of a gram. The following six
different evaluation algorithms were used for the selection of the top features: Chi
Squared, Filtered Feature, Gain Ratio, Info Gain, One R, and Relief. In their study,
they compared three different versions of the Perceptron classifier (Best Learning Rate,
Voted) as well as different combinations of them. The combination of the methods Best
Learning Rate and Voted resulted in the best performance, that is, an F-score of 85%
and 78% for subjectivity and sentiment analysis, respectively.

Table II summarizes the articles that employed a supervised method to address TSA.
The first column shows information for the reference. The second column refers to the
purpose of the article. The objective can be Twitter Sentiment Analysis (TSA) or Entity
Twitter Sentiment Analysis (entity-TSA). The third column shows the algorithms used
in each study. This column provides a full list of the different algorithms that were
examined and adopted in the article in addition to the proposed method. Features em-
ployed by researchers (if reported in the article) are presented in the fourth column.
The last column refers to the dataset(s) used in the corresponding study. If the au-
thors used any of the datasets that are presented in Section 5, then we mention the
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Table II. Summary of the Articles Employed a Supervised Method to Address TSA

Study Task Algorithms Features Dataset
Go et al. [2009] TSA NB, MaxEnt,

SVM
unigrams, bigrams, POS STS

Pak and Paroubek [2010] TSA MNB, SVM, CRF unigrams, bigrams, trigrams,
POS

own

Barbosa and Feng [2010] TSA SVM meta-features (POS,
polarity-MPQA), tweet syntax
(i.e., retweet, hashtags,
emoticons, links etc.)

own

Davidov et al. [2010] TSA kNN word and n-gram based,
punctuation-based,
pattern-based

OC

Bakliwal et al. [2012] TSA SVM, NB words’ polarity, unigrams,
bigrams, emoticons, hashtags,
URLs, targets etc.

STS, Mejaj
[Bora
2012]

Mohammad et al. [2013] TSA SVM word/character n-grams, POS,
caps, lexicons, punctuation,
negation, tweet-based

SemEval-
2013

Kiritchenko et al. [2014] TSA linear kernel
SVM, MaxEnt

word/character n-grams, POS,
caps, punctuation, emoticons,
automatic sentiment lexicons,
polarity, emphatic lengthening

SemEval-
2013

Asiaee et al. [2012] TSA dictionary
learning, WSVM,
NB, kNN,

DETC

Agarwal et al. [2011] TSA SVM POS, unigrams, DAL lexicon,
caps, exclamation etc.

own

Aisopos et al. [2011] TSA MNB, C4.5 tree n-grams own
Kouloumpis et al. [2011] TSA AdaBoost N-gram with lexicon features,

twitter-based, POS
STS, ETC

Saif et al. [2012b] TSA NB unigrams, POS,
sentiment-topic, semantic
features

STS, HCR,
OMD

Hamdan et al. [2013] TSA SVM, NB unigrams, concepts (DBPedia),
verb groups/adjectives
(WordNet) and senti-features
(SentiWordNet)

SemEval-
2013

Jiang et al. [2011] entity-
TSA

SVM unigrams, emoticons, hashtags,
punctuation the General
Inquirer lexicon

own

Aston et al. [2014] TSA Perceptron with
Best Learning
Rate, Voted
Perceptron,
Ensemble
Method

character n-grams Sanders

abbreviation of the dataset. In case the authors created a different dataset to evaluate
their method, then we specify this with the term own. In those cases, there are not
many details described for the dataset, or the dataset is not available publicly.

3.1.2. Classifier Ensembles. Recently, the concept of combining classifiers has been pro-
posed as a new direction for improving the performance of individual classifiers. This
approach, known as ensembles classifiers, has been also applied to TSA.

Lin and Kolcz [2012] applied ensemble classifiers on large-scale datasets crawled
from Twitter. They linearly combined LR classifiers trained from hashed byte 4-grams
and applied ensembles of different sizes, formed by different models and trained on
different sets. They managed to improve accuracy of sentiment analysis by employing
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classifiers ensembles. One limitation was that they evaluated their approach only using
a single algorithm, with a single dataset.

On the contrary, da Silva et al. [2014] employed more classifiers compared to Lin and
Kolcz [2012]. They combined RF, SVM, MNB, and LR. Two different approaches were
explored for feature representation: bag-of-words and feature hashing. Their results
showed that classifier ensembles formed by MNB, SVM, RF, and LR could improve
classification accuracy. Also, training ensembles on bag-of-words and lexicons was more
effective than using feature hashing. Their approach was evaluated using the Sanders,
STS, OMD, and HCR datasets.

A different approach was considered by Hassan et al. [2013], who proposed a boot-
strapping ensemble framework. In addition to TSA, the framework could also cope with
class imbalance, data sparsity, and representational richness issues. They used some
of the most common features, including unigrams and bigrams, POS, and semantic
features. In addition, the authors claimed that the proposed framework could be used
to build sentiment time series.

Ensemble classifiers have also been applied to address expression-level
TSA [Rodrı́guez-Penagos et al. 2013; Clark and Wicentowski 2013]. Rodrı́guez-Penagos
et al. [2013] proposed to combine machine-learning and rule-based approaches. They
examined the combination of CRF, SVM, and a heuristic approach. For the heuristic
approach, they used sentiment words, negation markers, and quantifiers. Clark and
Wicentowski [2013] suggested the combination of NB classifiers. They used N-grams,
sentiment words, POS, and special tokens (i.e., emoticons) to train the classifiers. Each
classifier was trained on a single feature. They managed to obtain an F-measure of
0.672 at the expression-level classification.

Finally, Kouloumpis et al. [2011] and Aston et al. [2014] explored methods from
both supervised and classifier ensembles approaches and for this reason can be also
categorized in a classifier ensembles approach. Kouloumpis et al. [2011] explored the ef-
fectiveness of the meta-classifier AdaBoost and showed that it outperforms SVM. Aston
et al. [2014] explored the effectiveness of different versions of the Perceptron classifier
of their combination. Their results were consistent with those obtained by Kouloumpis
et al. [2011], since their best performance was also achieved with classifier ensembles
and, more specifically, when they combined the Best Learning Rate and Voted methods.

Table III summarizes the articles that employed classifier ensembles to address TSA.

3.1.3. Deep Learning. Deep learning is one of the fastest-growing fields of machine
learning and is applied to solve perceptual problems such as image recognition and
understanding natural languages. Deep learning uses neural networks to learn many
levels of abstraction. In text-related tasks, deep-learning approaches typically include
two steps. First, they learn word embeddings from the text collection and these are
then applied to produce the representations of the documents. In relation to sentiment
analysis, deep learning is used to learn word embeddings from large amounts of text
data [Maas et al. 2011]. Recently, Tang et al. [2015a] used deep learning to learn
semantic representations of user and products, whereas Tang et al. [2015b] used deep
learning for review prediction.

Deep learning has also been explored for TSA. Tang et al. [2014b] proposed to learn
sentiment specific word embeddings (SSWE) from tweets that were collected using
distant supervision. In their study, they developed three neural networks to learn
SSWE that were then used as features for TSA. The methods were evaluated on the
SemEval-2013 dataset. The best result in terms of F1 score was 86.58% and was
obtained by combining SSWE with sentiment lexicons and the same features with those
used by Mohammad et al. [2013]. SSWE was also evaluated on SemEval-2014 [Tang
et al. 2014a] and obtained the second ranking. The SSWE approach obtained an F1
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Table III. Summary of the Articles Employed Classifier Ensembles to Address TSA

Study Task Algorithms Features Dataset
Lin and Kolcz [2012] TSA Logistic Regression,

Majority vote
feature hashing own

da Silva et al. [2014] TSA RF, SVM, MNB, LR bag-of-words,
feature hashing

Sanders,
STS, OMD,
HCR

Hassan et al. [2013] TSA RBF Neural
Network,
RandomTree, REP
Tree, NB, Bayes Net,
LR and SVM,
bootstrap model

unigrams, bigrams,
POS, semantic
features

Sanders

Clark and Wicentowski [2013] entity-
TSA

NB, Weighted voting
scheme

N-gram, lexicon,
polarity strength

SemEval-
2013

Rodrı́guez-Penagos et al. [2013] TSA CRF, SVM, heuristic
method, Majority
vote, upper bound,
ensemble vote

N-gram, POS,
tweet-based
features,
SentiWordNet

SemEval-
2013

Kouloumpis et al. [2011] TSA AdaBoost N-gram with lexicon
features,
twitter-based, POS

STS, ETC

Aston et al. [2014] TSA Perceptron with Best
Learning Rate,
Voted Perceptron,
Ensemble Method

character n-grams Sanders

Table IV. Summary of the Articles Employed Deep Learning to Address TSA

Study Task Algorithms Features Dataset
Tang et al. [2014b] TSA SSWEh, SSWEr,

SSWEu

sentiment lexicons and
features used
in Mohammad et al. [2013]

SemEval-
2013

Tang et al. [2014a] TSA SSWE, Coooolll sentiment lexicons,
emoticons, negation,
punctuation, n-grams,
cluster, lengthening, caps

SemEval-
2013,
SemEval-
2014

Dong et al. [2014] entity-
TSA

AdaRNN dependency tree, unigrams,
bigrams

own

Vo and Zhang [2015] entity-
TSA

Target-ind,
Target-dep

sentiment lexicons,
embeddings, pooling
functions

[Dong et al.
2014]

score of 87.61% when it was combined with a number of features, including sentiment
lexicons, emoticons, and emphatic lengthening.

Dong et al. [2014] proposed an Adaptive Recursive Neural Network (AdaRNN) for
entity-level TSA. This method used a dependency tree in order to find the words syn-
tactically related with the target and to propagate the sentiment from sentiment words
to the targets. AdaRNN was evaluated on a manually annotated dataset consisting of
6248 training and 692 testing tweets and managed to obtain an F1 score of 65.9%.

The dataset created by Dong et al. was also used by Vo and Zhang [2015], who
proposed using a rich set of automatic features. According to their approach, the tweet
is split into a left and right context in relation to a specific target. Word embeddings
were then used to model the interactions of the two contexts that were used to detect
the sentiment towards the target. The authors explored a range of pooling functions
to automatically extract rich features. Their approach outperformed the AdaRNN by
obtaining an F1 score of 69.9%.

Table IV summarizes the articles that employed deep learning to address TSA.
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3.2. Lexicon-Based Methods

Lexicon-based methods leverage lists of words annotated by polarity or polarity score
to determine the overall opinion score of a given text. The main advantage of these
methods is that they do not require training data. Lexicon-based approaches have been
extensively applied on conventional text such as blogs, forums, and product reviews
[Turney 2002; Taboada et al. 2011; Ding et al. 2008]. However, they are less explored
in TSA compared to machine-learning methods. The main reason is the uniqueness of
the text on Twitter that not only contains a large number of textual peculiarities and
colloquial expressions such as yolo and gr8 but also has a dynamic nature with new
expressions and hashtags emerging from time to time.

One of the most well-known lexicon-based algorithms developed for social media is
SentiStrength [Thelwall et al. 2010]. SentiStrength can effectively identify the sen-
timent strength of informal text including tweets using a human-coded lexicon that
contains words and phrases that are frequently confronted in social media. Apart
from the sentiment lexicon that contains about 700 words, SentiStrength uses a list of
emoticons, negations, and boosting words to assign the sentiment to a text. Initially, the
algorithm was tested on MySpace comments. The algorithm was extended by Thelwall
et al. [2012] by introducing idiom lists and new sentiment words in the lexicon and
by strength boosting using emphatic lengthening. SentiStrength was compared with
many machine-learning approaches and tested on six different datasets, including a
dataset with tweets posts.

Ortega et al. [2013] proposed a three-step technique for TSA. Pre-processing was
performed in the first step and polarity detection in the second step. In the last step,
they performed rule-based classification. Polarity detection and rule-based classifica-
tion were based on WordNet and SentiWordNet. Their approach managed to achieve
good results when evaluated on the SemEval-2013 dataset [Nakov et al. 2013]. How-
ever, the authors did not compare their method with existing techniques to prove its
effectiveness.

The SemEval-2013 dataset was also used by Reckman et al. [2013] to evaluate a
rule-based system. Their system was based on handwritten rules, each of which had
the form of a pattern. This system performed very well on TSA and was one of the
top-performing systems on SemEval-2013.

An interesting method was presented by Hu et al. [2013a], who proposed an unsu-
pervised sentiment analysis method based on emotional signals. The emotional signals
were divided into two categories: emotion correlation and emotion indication. The
Emotional Signals for unsupervised Sentiment Analysis (ESSA) approach was built
on the orthogonal nonnegative matrix tri-factorization model. Two different datasets
were used for the evaluation of the ESSA approach, the STS [Go et al. 2009] and the
OMD [Shamma et al. 2009] datasets. Extensive experiments indicated the effective-
ness of the proposed framework as well as the roles of different emotional signals in
sentiment analysis.

Saif et al. [2016] presented SentiCircles, a lexicon-based approach to address TSA.
SentiCircles updated the pre-assigned scores and polarity of words in sentiment lex-
icons by considering the patterns of words that co-occur in different contexts. The
SentiCircles approach was evaluated on three different datasets: OMD [Shamma et al.
2009], HCR [Speriosu et al. 2011], and STS-Gold [Saif et al. 2013]. Extensive experi-
ments proved the effectiveness of the method that outperformed the methods based on
MPQA and SentiWordNet.

A number of works proposed to expand the list of sentiment words by leveraging
semantic relationships such as synonyms and antonyms. The most typical scenario
is to define a small amount of sentiment words, frequently annotated by hand, and
then to expand this initial list by adding words with similar semantics [Kim and Hovy
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Table V. Summary of the Articles Employed a Lexicon-Based Method to Address TSA

Study Task Algorithms Features Dataset
Thelwall et al. [2012] TSA SentiStrength polarity, emoticons,

negations, emphatic
lengthening, boosting
words etc.

SS-Tweet

Ortega et al. [2013] TSA clustering-based
word sense
disambiguation
(WSD),
lexicon-based
classifier

WordNet, SentiWordNet SemEval-
2013

Reckman et al. [2013] TSA rule-based SemEval-
2013

Hu et al. [2013a] TSA ESSA emoticons, sentiment
lexicon (MPQA), textual
similarity, word
co-occurrence

STS, OMD

Saif et al. [2016] entity-
TSA

SentiCircles SentiWordNet, MPQA,
Thelwall-Lexicon

OMD, HCR,
STS-Gold

Feng et al. [2011] TSA lexicon-based connotation lexicons SemEval-
2007, STS

2004] frequently obtained from WordNet. The problem with this approach is that the
expansion of the opinion information is restricted and dependent on the initial list of
seed words. To overcome this problem, Feng et al. [2011] proposed using connotation
lexicons to enclose subtle dimensions of a word’s sentiment. In their work, they first
defined a list of seed words and then they used a graph-based algorithm based on
PageRank and HITS to learn the connotation lexicon together with the connotative
predicates. The evaluation of their approach based on SemEval-2007 and STS datasets
demonstrated promising results for using connotation lexicons on TSA.

Table V summarizes the articles that employed a lexicon-based method to address
TSA.

3.3. Hybrid Methods

A number of researchers combined machine-learning and lexicon-based approaches.
An interesting study was presented by Zhang et al. [2011], who proposed a hybrid
method to address entity-based TSA. For each of the entities Obama, Harry Potter,
Tangled, iPad, and Packers they computed a sentiment score based on their proximity
to words from a sentiment lexicon. They proposed a rule-based algorithm that also con-
sidered comparative judgments, negation, and expressions that were likely to change
the orientation of a phrase. To collect more annotated data and enhance the recall of
the proposed method, they identified additional subjective terms using Chi-square. The
SVM classifier was then applied for sentiment polarity detection.

Another interesting hybrid method was presented by Ghiassi et al. [2013], who
combined dynamic artificial neural network with n-gram. Emoticons and tweets that
contained the word love or hate or their synonyms were used as features to build the two
classifiers: SVM and a Dynamic Architecture for Artificial Neural Networks (DAN2).
The proposed approach was tested on a collection of tweets crawled using the subject
Justin Bieber. The results showed that DAN2 managed to outperform SVM.

In the approach presented by Kumar and Sebastian [2012], a log-linear classifier
was combined with a dictionary-based method that calculated the semantic orienta-
tion of the adjectives and of the verbs/adverbs, respectively. A simple linear equation
was then used for the calculation of a tweet’s overall sentiment. They also performed
preprocessing that included removal of URLs, replies and hashtags, spelling correction,
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Table VI. Summary of the Articles Combined Machine-Learning and Lexicon-Based Methods to Address TSA

Study Task Algorithms Features Dataset
Zhang et al. [2011] entity-TSA SVM unigrams, emoticons,

hashtags, lexicon [Ding
et al. 2008]

own

Ghiassi et al. [2013] TSA n-gram analysis,
SVM, DAN2

emoticons, tweets
containing the words
‘love’ or ‘hate’

own

Kumar and Sebastian [2012] TSA corpus-based,
dictionary-based,
log-liner regression

punctuation, WordNet,
emoticons, POS

own

Khuc et al. [2012] TSA lexicon-based,
Online Logistic
Regression

sentiment lexicon, POS,
bigrams

own

Khan et al. [2014] TSA EEC, IPC, SWNC emoticons, positive and
negative words,
SentiWordNet
dictionary

own

replacement of emoticons by their polarity, and POS tagging. The authors claimed that
their proposed system was able to effectively detect the tweets’ polarity.

Khuc et al. [2012] also combined a lexicon-based approach with a classifier to improve
TSA accuracy. They considered the MapReduce framework to create a co-occurrence
matrix based on bigram phrases. The cosine similarity between words is then com-
puted and the edges with low cosine score are removed. Then, they combined the score
generated using a simple lexicon-based approach with a classifier. For the machine-
learning algorithm, they used the Online LR approach. Their experiments showed that
the hybrid approach outperformed the simple lexicon-based classifier that was only
based on words/phrases that indicated sentiment.

The framework presented by Khan et al. [2014] was built by a three-step process,
the last step of which was based on a hybrid TSA method. The first step included data
acquisition using the Twitter API, followed by pre-processing of tweets. Pre-processing
included detection of slangs and abbreviations, lemmatization and correction, and stop-
words removal. The pre-processed tweets were passed to the sentiment classifier. The
Polarity Classification Algorithm (PCA) sentiment classifier detected sentiment on
a tweet based on Enhanced Emoticon Classifier (EEC), Improved Polarity Classifier
(IPC), and SentiWordNet Classifier (SWNC). A set of emoticons, a list of sentiment
words, and SentiWordNet dictionary were used by EEC, IPC, and SWNC classifiers,
respectively. The experiments showed that the final hybrid classification managed to
outperform the performance of using any of the EEC, IPC, or SWNC classifiers.

Table VI summarizes the articles that combined machine-learning and lexicon-based
methods to address TSA.

3.4. Graph-Based Methods

Although machine-learning methods achieve a decent performance on TSA, they re-
quire a large number of annotated data. Label propagation is a method that can reduce
the demand of the annotated data. To this end, a number of researchers utilized the
Twitter social graph under the assumption that people influence one another. Label
propagation is a semi-supervised method in which labels are distributed to nodes using
the connection graphs.

Speriosu et al. [2011] were some of the firsts to apply a label propagation method for
TSA. The proposed method leveraged the Twitter follower graph under the assumption
that people influence one another. Users, tweets, unigrams, bigrams, hashtags, and
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Table VII. Summary of the Articles Employed a Graph-Based Method to Address TSA

Study Task Algorithms Features Dataset
Speriosu et al. [2011] TSA LexRatio, MaxEnt,

LProp
N-gram, hashtags,
emoticons,
lexicon [Wilson
et al. 2005],
Twitter follower
graph

STS,
OMD,
HCR

Cui et al. [2011] TSA graph propagation emoticons,
punctuation,
SentiWordNet

STS

Wang et al. [2011] TSA SVM-voting, Loopy
Belief Propagation,
Relaxation
Labeling, Iterative
Classification
Algorithm

unigrams,
punctuation,
emoticons, lexicon

own

Tan et al. [2011] TSA SVM Vote,
HGM-NoLearning,
HGM-Learning

followers/followees,
textual features

own

emoticons were used as nodes for the construction of the graph. The proposed label
propagation method outperformed a lexicon-based approach and a MaxEnt classifier.

Cui et al. [2011] also tackled TSA with a label propagation method based on anal-
ysis of emotion tokens. Cui et al. first extracted the emotion tokens from tweets. A
graph propagation method was then used to assign polarities to the tokens. In the last
step, they analyzed and classified the emotion tokens. The emotion tokens included
emoticons, repeating punctuations, and repeating letters. Their approach managed to
perform well in analyzing sentiment of messages written in any natural language.

Instead of using emotion tokens, Wang et al. [2011] proposed a graph-based model
that leveraged co-occurrence of hashtags to classify the sentiment of certain hashtags.
They proposed different algorithms (Loopy Belief Propagation, Relaxation Labeling,
Iterative Classification Algorithm) that were compared to an SVM voting. The SVM
was trained with several features, including unigrams, punctuation, and emoticons.
The Loopy Belief Propagation algorithm managed to achieve the best performance in
terms of accuracy compared to the other tested methods.

Tan et al. [2011] leveraged users’ social relations to address user-level TSA. Their
study showed that connected users share the same sentiment. Also, they empirically
proved that if two users have the same sentiment, then it is more likely to have a con-
nection in a social network. They compared three methods: SVM Vote, Heterogeneous
Graph Model with Direct estimation from simple statistics (HGM-NoLearning), and
Heterogeneous Graph Model with SampleRank (HGM-Learning). The authors evalu-
ated their method on tweets about politicians and showed that user-level TSA could be
significantly improved when considering the users’ connections within a social network.

Table VII summarizes the articles employed a graph-based method to address TSA.

3.5. Other Methods

In the TSA literature there are some techniques that cannot be roughly categorized in
any of the above categories. Formal Concept Analysis (FCA), proposed by Kontopoulos
et al. [2013], is one of those techniques. Kontopoulos et al. used concept analysis to
build an ontology domain model. They proposed a method in which tweets were broken
down into a set of aspects that were relevant to the subject. Their model was applied
and evaluated on the domain of smart phones. Considering that the model detected
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Table VIII. Summary of the Articles Employed Other Methods to Address TSA

Study Task Algorithms Features Dataset
Kontopoulos et al. [2013] entity-

TSA
FCA WordNet,

OpenDover14
own

Korenek and Šimko [2014] entity-
TSA

appraisal theory,
SVM

tweet-specific,
linguistic,
appraisal features

Sanders

Hu et al. [2013b] TSA SANT unigrams STS, OMD

aspects of the domain and assigned scores to them, they managed to obtain a more
detailed analysis of sentiments towards a specific topic.

On the contrary, Korenek and Šimko [2014] leveraged appraisal theory to determine
the sentiment of the main entity of a tweet. An appraisal dictionary with a list of
annotated terms was created. The proposed approach was evaluated on Sanders dataset
and outperformed the baseline [Go et al. 2009] by obtaining an accuracy of 87.57%.

Another approach that falls into this category is the Sociological Approach to han-
dling Noisy and short Texts (SANT) proposed by Hu et al. [2013b]. SANT was based on
the characteristics of Twitter as networked data. In particular, the authors presented
a method that incorporated Sentiment Consistency and Emotional Contagion theories
into the supervised learning process. Experimental results showed that these social
theories were effective for TSA.

Table VIII summarizes the articles that employed other methods that cannot be
roughly categorized to address TSA.

3.6. Discussion

From the above, we notice that the machine-learning approach is the most popular on
TSA. The majority of the approaches employ a traditional machine-learning method,
which is trained on a set of features. In an attempt to improve the performance and
generate more precise results, some researchers combined several classifiers. The clas-
sifiers ensembles tend to perform better than using a single classifier.

In general, the machine-learning methods have some limitations. First, their per-
formance depends on the number of training data, and, for this reason, they usually
require a large amount of annotated tweets to obtain a high performance. However, an-
notating tweets is expensive due to the fact that the content of Twitter is continuously
changing. Distant supervision is one alternative to get a large amount of annotated
tweets. However, the annotation quality using this approach is low and can harm the
performance of the classifier. Label propagation is another alternative that can re-
duce the demand of the annotated tweets. Therefore, there are works categorized as
graph-based that leveraged the Twitter social graph under the assumption that people
influence one another.

Another limitation of machine-learning approaches is that they are domain depen-
dent. That means that a classifier can perform very well when it is applied on the
same domain to the one it was trained. However, its performance decreases when it is
applied to a different domain. That means that the classifier needs to be retrained in
order to perform well on a different domain.

The effectiveness of the traditional machine-learning approaches depends on the set
of selected features. The majority of the works determine a set of features on which
the classifier is trained. This approach is not able to capture some phenomena, such
as negation detection, that may change the sentiment of a tweet. Recently, researchers

14http://opendover.nl/.
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started exploring algorithms that are capable of learning representations of data to
overcome these limitations [Bengio et al. 2013]. To this end, researchers have started
recently exploring deep-learning methods based on word embedding methods that
allow sentence structure and semantics understanding [Maas et al. 2011; Irsoy and
Cardie 2014; Tang et al. 2014a].

On the other hand, a number of works applied lexicon-based methods that rely
on sentiment lexicons. One strength of these approaches is that they do not require
annotated data. However, they rely on static lists of words. That means that a word that
is not in the lexicon is not considered. Especially for Twitter, which has a continuously
changing content, the lists have to be updated frequently.

Another limitation is that the lexicons are context independent and do not consider
that words’ sentiments depend on context. One typical example is the word “small”
that expresses opposite opinions in the following two sentences: “The size of the phone
is small and fits in my pocket” (positive) and “The buttons on the keyboard are very
small” (negative). There have been attempts to train algorithms that alleviate some of
these limitations [Thelwall et al. 2010], but they necessitate frequent retraining.

In an attempt to overcome the limitations of the machine-learning and lexicon-
based methods, a number of works proposed hybrid approaches. One strength of hybrid
methods is that they overcome some of the limitations of ML approaches using the
lexicon-based methods and vice versa. For example, they can avoid manual labeling of
training data by using the results of a lexicon-based method. However, hybrid methods
require a high computational complexity.

The last category of methods is the graph-based method that includes approaches
that exploit the Twitter social graph and its attributes. These approaches do not require
a large amount of manually annotated data and they leverage connections of users and
tweets (i.e., followers, replies, and past tweets of a user) to automatically collect more
annotated data. However, these methods are domain specific due to the fact that the
sentiment lexicons and the exploited relations are domain specific.

4. RELATED FIELDS

There are some tasks related to TSA that have recently attracted the interest of re-
searchers. In this section, we discuss these tasks as well as how they are addressed.

4.1. Twitter-Based Opinion Retrieval

Twitter-based opinion retrieval aims to identify tweets that are relevant to a user’s
query and also express opinion about it. Opinion retrieval that is a sub-field of OM
combines approaches from information retrieval and opinion mining [Paltoglou and
Giachanou 2014]. Opinion retrieval in Twitter is under-explored in the literature.
Some exceptions are Luo et al. [2013a] and Luo et al. [2013b]. Luo et al. [2013a]
were the first to explore opinion retrieval in Twitter. They proposed a learning rank
model to address the problem of retrieving relevant and opinionated tweets towards a
user’s query by leveraging social and opinionatedness information. They showed that
integrating links, mentions, and author information in the model could improve the
opinion retrieval performance.

A learning to rank method was also applied by Luo et al. [2013b]. However, this
study considered the problem of propagated opinion retrieval that aimed to identify
tweets that were relevant to a topic, express an opinion about it, and then be retweeted.
To calculate the opinionatedness of tweets, Luo et al. [2013b] proposed to use social
and structural information. Additionally, they used a set of features including retweet-
ability, opinionatedness, and textual quality of the tweet. They reported significant
improvements of using those features over the baselines.
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Recently, Giachanou et al. [2016] proposed to use topic-specific stylistic variations
assuming that the number of stylistic variations depends on the topic that is discussed
in a tweet. Giachanou et al. first applied topic modeling to extract the topic of a tweet
and then calculated the opinion based on the tweet’s stylistic variations and opinion-
ated terms. They explored the usefulness of emoticons, exclamation marks, emphatic
lengthening, and opinionated hashtags. The reported results showed that the impor-
tance of stylistic variations in indicating opinionatedness depends on the tweet’s topic
as the proposed approach significantly outperformed the baselines.

4.2. Tracking Sentiments Over Time

The development of models that focus on tracking sentiments over time has also been
a hot topic and has been recently applied on tweets, too. An et al. [2014] presented a
study with the aim to understand whether mining social media data can be used to
yield insights on climate change sentiment. They combined classical sentiment analysis
algorithms, data-mining techniques, and time series methods with the aim to detect and
track sentiment regarding climate change from Twitter feeds. The authors claimed that
sudden change in sentiment polarity may be caused by major climate events. However,
they reported an important variation in sentiment polarity that implied significant
uncertainty in overall sentiment.

Bollen and Pepe [2011] performed a sentiment analysis of all public tweets posted
from the August 1 to December 20, 2008. Bollen and Pepe [2011] mapped every day to
a six-dimensional mood vector (tension, depression, anger, vigor, fatigue, confusion). A
psychometric instrument called the Profile of Mood States (POMS) was used to extract
and analyze those moods. They compared the results to the timeline of cultural, social,
economic, and political events that occurred during the same period. After analyzing
the impact of world global events on the mood of microblog posts, they found that the
mood level in posts was correlated with cultural, political, and other events.

In another study, O’Connor et al. [2010] investigated the relation between opinion
expressed in tweets and the public opinion obtained by polls. To this end, authors
retrieved relevant tweets to some specific topics and then estimated the sentiment
score of every day. They used a simple lexicon-based approach and the MPQA sentiment
lexicon [Wiebe et al. 2006] to assign sentiment score to tweets. Sentiment time series
were then produced by smoothing the daily positive versus negative ratio with a moving
average window of the past k days. They found that there was a strong correlation
between the smoothed time series and the polling data on costumer confidence and
political opinion.

Bifet and Frank [2010] proposed a data-stream mining approach that could follow
the changes of class distributions and allowed sentiment analysis in real time. The
proposed approach could monitor the evolution of the impact of words on class predic-
tions. To learn a linear classifier, Bifet and Frank used the stochastic gradient descent
(SGD) method that had a similar performance with MNB.

Finally, focusing on visual sentiment analysis, Hao et al. [2011] explored three dif-
ferent approaches on a large volume of tweets. Hao et al. proposed a topic-based
text-stream analysis method to determine the topic of discussion based on a num-
ber of opinionated attributes. Pixel cell-based sentiment calendars and high-density
geomaps visualization techniques are then used to visualize a large number of tweets
and facilitate data exploration.

4.3. Irony Detection on Tweets

Irony is a communication phenomenon that has been well studied in linguistics,
psychology, and cognitive science [Gibbs 1986]. Irony is a way of communicat-
ing the opposite of the literal meaning and therefore can cause communicational
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misunderstandings. Humans can easily detect irony. However, in terms of text min-
ing, automatic irony detection is very difficult and has many challenges [Pang and Lee
2008]. In SA, the recognition of irony is very important, given the fact that it may flip
the polarity of the sentiment of a message [Pang and Lee 2008].

In the field of irony detection, a few studies have focused on tweets. Reyes et al. [2013]
presented one of the first studies for irony detection on tweets. In that study, Reyes et al.
[2013] analyzed irony in terms of a multidimensional model of textual elements. They
collected a corpus of 40,000 tweets using the hashtags #irony, #education, #humor, and
#politics. Their model based on four different types of features (signatures, unexpect-
edness, style, and emotional scenarios), managed to obtain an F1-score of around 70%
in distinguishing tweets having the hashtag #irony from those having the hashtags
#education, #humor, or #politics.

The corpus built by Reyes et al. [2013] was also used by Barbieri and Saggion [2014].
For their study, they created three different datasets (irony vs education, irony vs
humor, and irony vs politics). They built a model based on seven different types of
features (frequency, written-spoken style, intensity, structure, sentiments, synonyms,
and ambiguity). Their results showed that frequency, structure and synonyms were
the most important features for detecting irony in all three datasets.

Liebrecht et al. [2013] used the hashtag #sarcasme to create a dataset of 78,000
tweets in Dutch. A balanced Winnow algorithm was used to classify the tweets as
sarcastic or not with 75% accuracy. They found that some strong clues for detecting
irony in tweets were the existence of the words irony, sarcasm, and cynicism; positive
words; and intensifiers in the respective tweets. They also claimed that it was more
likely to detect irony in tweets with a positive polarity.

Maynard and Greenwood [2014] investigated the use of sarcasm in tweets and
studied its impact on TSA. Hashtags were used to determine if a tweet was sarcastic
or not. One of the conclusions of the study was that detecting sarcastic tweets could
improve sentiment detection by nearly 50 percentage points. However, the authors
concluded that even when a tweet was correctly identified as being sarcastic, accuracy
of sentiment analysis was still far from perfect.

4.4. Emotion Detection on Tweets

Another problem that is related to TSA is emotion detection. The difference between
sentiment and emotion is that sentiment reflects a feeling, whereas emotion reflects an
attitude [Tsytsarau and Palpanas 2012]. According to Plutchik [1980], there are eight
basic emotions: anger, joy, sadness, fear, trust, surprise, disgust, and anticipation.
Emotion detection aims at identifying various emotions from text. Considering the
abundance of opinions and emotions expressed in microblogs, emotion detection in
Twitter has attracted the interest of the research community. Here, we present some
of the studies focused on emotion detection on tweets.

Mohammad [2012] proposed to consider hashtags that show an emotion (e.g., #anger,
#surprise) for emotion detection. After creating a corpus that could be used for emotion
detection, Mohammad [2012] conducted experiments that showed that the self-labeled
hashtag annotations were consistent and matched with the annotations of the trained
judges. Also, he created an emotion lexicon that could be used as available source of
information when detecting emotions in text.

Roberts et al. [2012] used the list of the six Ekman’s basic emotions (joy, anger, fear,
sadness, surprise, disgust) proposed in Ekman [1992]. Roberts et al. [2012] extended
the original list with an additional emotion: love. In their study, they created a series of
binary SVM emotion classifiers achieving F-measures ranging from 0.642% (for anger)
to 0.740% (for fear).
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A semi-supervised learning method for emotion recognition in tweets was presented
by Sintsova et al. [2014]. Based on a general purpose emotion lexicon, Sintsova et al.
[2014] constructed the Balanced Weighted Voting classifier to correctly detect domain-
specific emotional tweets. The classifier was evaluated on tweets about sports. The
experimental results showed that the Balanced Weighted Voting managed to outper-
form their baseline based on NB.

Janssens et al. [2014] investigated the impact of using weak labels compared to
strong labels on emotion recognition. The weakly annotated label set was created
employing the hashtags of the tweets, while the strong label set was created by the use
of crowdsourcing. Both label sets were used separately as input for five classification
algorithms (Stochastic Gradient Descent, SVM, MNB, Nearest Centroid, Ridge) to
determine the classification performance of the weak labels. The results indicated
9.25% decrease in F1-score when using weak labels.

4.5. Tweet Sentiment Quantification

Tweet sentiment quantification has recently attracted attention and this is reflected
by the fact that is included as a new task in SemEval-2016 evaluation. Unlike senti-
ment analysis that aims to classify individual tweets, tweet sentiment quantification
estimates the distribution of tweets across the different classes. Tweet sentiment quan-
tification can be viewed as a different task from the one of sentiment classification and
needs to be evaluated with different measures [Gao and Sebastiani 2015].

All these differences between classification and quantification are discussed by Gao
and Sebastiani [2015]. Gao and Sebastiani aimed to differentiate between senti-
ment classification and sentiment quantification, and they argued that the latter is
more appropriate when the goal is to estimate the class prevalence. In their study,
they performed a series of experiments on various tweet collections and showed that
quantification-specific algorithms outperform, at prevalence estimation, state-of-the-
art classification algorithms.

Amati et al. [2014] modified Hopkins and Kings approach to estimate the sentiment
distribution towards different topics. They proposed to use a features that are learned
during the training phase. These features composed the sentiment dictionary. Their
experiments showed that their proposed approach can be effectively applied for real
time sentiment estimation.

Table IX summarizes the articles that focused on fields related to TSA. The objective
of a study (second column) can be any of the Twitter-Based Opinion Retrieval (TOR),
Tracking Sentiments over Time (TST), Irony Detection (ID), Emotion Detection (ED),
and Tweet Sentiment Quantification (TSQ).

5. RESEARCH RESOURCES

In this section, we present and analyze the resources that are commonly used for TSA.
We present sentiment lexicons developed for microblogs and datasets used for TSA.
Also, we discuss the process of crawling tweets for creating new datasets and possible
annotation processes.

5.1. Sentiment Lexicons

Building sentiment lexicons is closely related to the task of sentiment analysis. The
sentiment lexicons contain a list of words annotated by their sentiment. Two of the
most well-known and used lexicons are the SentiWordNet [Baccianella et al. 2010] and
MPQA [Wiebe et al. 2006] lexicons. Early works in TSA used those lexicons as part of
their methods [Barbosa and Feng 2010; O’Connor et al. 2010]. However, because the
language used in microblogs differs considerably from the one that is used in other text
genres [Baeza-Yates and Rello 2011], researchers proposed the construction of new and
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Table IX. Summary of the Articles Focused on Fields Related to TSA

Study Task Algorithms Features Dataset
Luo et al.
[2013a]

TOR learning to rank/RankSVM BM25/VSM score,
tweet-specific, MPQA,
TwitterSenti etc.

own

Luo et al.
[2013b]

TOR learning to rank/SVM light retweetability,
opinionatedness and textual
quality

Luo et al.
[2013a]

Giachanou et al.
[2016]

TOR unsupervised/topic specific
variations

stylistic features, AFINN Luo et al.
[2013a]

An et al. [2014] TST supervised/NB, SVM own
Bollen and Pepe
[2011]

TST lexicon-based/simple scoring lexicon own

O’Connor et al.
[2010]

TST lexicon-based/simple scoring MPQA lexicon OC

Bifet and Frank
[2010]

TST Stochastic Gradient Descent unigrams ETC

Hao et al. [2011] TST Pixel Sentiment Calendar,
Pixel Sentiment Geo Map

Density distribution,
negativity, influence

own

Reyes et al.
[2013]

ID supervised/NB, decision tree signatures, degrees of
unexpectedness, stylistic
features, emotional scenarios

own

Barbieri and
Saggion [2014]

ID supervised/decision tree frequency, written-spoken
style, intensity, structure,
sentiments (SentiWordNet),
synonyms

Reyes et al.
[2013]

Liebrecht et al.
[2013]

ID supervised/Balanced
Winnow

unigrams, bigrams, trigrams own

Maynard and
Greenwood
[2014]

ID hashtag tokenization hashtags own

Mohammad
[2012]

ED supervised/SVM with
Sequential Minimal
Optimization

unigrams, bigrams own

Roberts et al.
[2012]

ED supervised/SVM unigram, bigrams, trigrams,
punctuation, WordNet
lexicon, topic scores,
significant words

own

Sintsova et al.
[2014]

ED semi-supervised/Balanced
Weighted Voting, NB,
PMI-based

unigrams, bigrams, N-grams own

Janssens et al.
[2014]

ED supervised/Stochastic
Gradient Descent, SVM,
MNB, Nearest Centroid,
Ridge

N-grams, TF-IDF own

Gao and
Sebastiani
[2015]

TSQ SVM(KLD), SVM(HL) same as Kiritchenko et al.
[2014]

SemEval-
2013-2015,
Sanders,
SS-Tweet,
OMD, HCR,
GASP

Amati et al.
[2014]

TSQ modification of Hopkins and
Kings approach, linear
regression

terms Tweets2011,
own

more specialized lexicons. Inspired by Affective Norms for English Words [Bradley and
Lang 1999], Nielsen [2011] proposed a new sentiment lexicon, known as the AFINN
(after the author’s name Finn Årup Nielsen) lexicon, which was built for microblogs.
The AFINN lexicon contains acronyms and slang words such as lol and yolo. Each of
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the 2,477 English words is manually annotated with a score that ranges from −5 to +5.
The score indicates the sentiment strength of the term, with −5 being most negative
and +5 being most positive.

A graph-based approach was proposed by Tai and Kao [2013] for creating a sentiment
lexicon for Twitter. Tai and Kao [2013] applied a graph-based semi-supervised label
propagation method to assign polarities to words. They constructed graphs using words
as nodes and used the semantic similarity between two words to weight edges. They
conducted their experiments on about 650,000 tweets that were crawled using two
keywords: bullish and bearish. Their experimental results indicated that their proposed
method of automatically generating sentiment lexicon on Twitter is more effective
compared to the general purpose lexicons.

A graph-based method for building the sentiment lexicon was also considered by Khuc
et al. [2012]. Their approach was based on tweets containing emoticons. After normal-
izing the tweets, they used a POS tagger to extract nouns, adjectives, adverbs, verbs,
interjections, abbreviations, hashtags, and emoticons from tweets. Co-occurrences be-
tween words were mapped on a graph on which the sentiment scores were propagated
from seed nodes to other nodes. The new lexicon was shown to have a good quality and
to be effective for TSA.

Minocha and Singh [2012] also focused in constructing sentiment lexicon from Twit-
ter data. Instead of using a graph-based approach, they used an ontology tree generated
by the 16 categories of the Open Directory Project. Their evaluation showed that the
proposed domain specific lexicon is effective for TSA.

5.2. Datasets

This section discusses topics that are related to evaluation datasets for TSA. First, we
briefly describe the process of creating new Twitter datasets. Then, we describe the ex-
isting datasets and different annotation processes for annotating tweets by sentiment.

5.2.1. Crawling Your Own Data. Twitter provides an easy way for researchers and de-
velopers to access and collect data via the two Twitter APIs: REST and Streaming.15

REST API provides short-lived connections that are rate limited and someone can re-
quest and download a certain amount of tweets. Considering that Twitter does not
give access to tweets that are older than a week, that means that REST API access
is limited to tweets posted a week before at most. On the other side, Streaming API
supports long-lived connections via different HTTP endpoints and downloads data al-
most in real time. That means that it can receive the latest tweets that contain specific
terms or those that were posted by a specific user.

The Twitter APIs provide an easy way to collect a large amount of tweets that have
specific characteristics such as tweets containing specific terms or emoticons, posted by
a specific user or from a specific location. The tweets are returned in JSON format,16 a
widely used format for storing and exchanging data, and, therefore, they can be easily
parsed by many programming languages. The metadata returned by the Twitter APIs
include information such as publication date, author’s username, location, hashtags,
retweets, followers, and many other data.

A large number of researchers use the Twitter APIs to crawl tweets. The majority
of the researchers prefer the Streaming API because it provides unlimited and real-
time access to tweets that meet a specific requirement. Usually researchers use lists of
emoticons, entities [Zhang et al. 2011] or hashtags to crawl tweets.

15https://dev.twitter.com/overview/documentation.
16http://www.json.org/.
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Although a large amount of tweets can be crawled and downloaded via Twitter
APIs, using those data for scientific research is challenging. One of the main problems
is caused by the change of terms of service introduced in March 2011. According to
that, Twitter does not allow the redistribution of collected tweets and this is also the
case for annotated tweets datasets. Researchers are only allowed to share tweet IDs
instead of actual data. However, since users may delete or privatize their tweets, the
annotated datasets become partly inaccessible over time. This has the effect that when
the percentage of inaccessible tweets is high, then the dataset cannot be used anymore
since the results of different methods are not comparable anymore.

5.2.2. Evaluation Datasets. Due to the increasing popularity of TSA, several evaluation
datasets have been built. The datasets usually contain a number of tweets crawled
from Twitter together with tweets’ sentiment. Positive, negative, and neutral are the
most common labels [Nakov et al. 2013]. However, there are datasets that contain an-
notations only for positive and negative tweets [Go et al. 2009]. Additional labels for
annotating tweets include mixed, irrelevant, or other [Speriosu et al. 2011]. Annotating
tweets with a sentiment strength was considered by Thelwall et al. [2012]. Other eval-
uation datasets contain sentiment labels about the different aspects/entities appearing
in the tweets [Speriosu et al. 2011]. A very interesting overview of eight publicly avail-
able datasets for TSA was presented by Saif et al. [2013]. In the following, we present
and briefly describe the available evaluation datasets developed for TSA.

Edinburgh Twitter Corpus (ETC): One of the most well-known datasets for TSA is the
Edinburgh Twitter Corpus [Petrović et al. 2010], which spans from the November 11,
2009, to February 1, 2010. The 96 million tweets of the collection were collected through
Twitter’s streaming API and is a representative set of the tweets posted during that
period. A number of researchers have used this dataset, including Kouloumpis et al.
[2011]. This dataset has been also used to address other tasks applied on Twitter such
as microblog search [Naveed et al. 2011] and topic modeling [Zhao et al. 2011].

Stanford Twitter Sentiment (STS): The STS corpus17 was introduced by Go et al.
[2009] and provides both training and testing sets. The tweets were collected between
April 6 and June 25, 2009, on the condition to contain at least one emoticon. The
collected tweets were then automatically annotated as positive or negative based on
the their emoticons. According to their annotation process, a tweet is considered positive
if it contains emoticons such as :), :-), : ), :D, or =), whereas a tweet is negative if it
contains :(, :-(, or : (. This process resulted in a training set of 1.6 million annotated
tweets. The testing set has 182 positive and 177 negative tweets that were manually
annotated. The STS corpus has been extensively used for tasks such as subjectivity
classification and TSA. For example, Bravo-Marquez et al. [2013], used this dataset to
evaluate their method on the subjectivity classification task while other researchers
have used this dataset for evaluating their methods on sentiment analysis [Go et al.
2009; Saif et al. 2012a; Speriosu et al. 2011; Bakliwal et al. 2012].

Sanders Corpus (Sanders): The Sanders18 dataset consists of 5,513 manually anno-
tated tweets with respect to four different targets: Apple, Google, Microsoft, Twitter.
Each tweet was annotated as positive, negative, neutral, or irrelevant given its topic,
resulting in 570 positive, 654 negative, 2,505 neutral, and 1,786 irrelevant tweets. A
number of researchers have used the dataset for subjectivity and TSA [Bravo-Marquez
et al. 2013; Liu et al. 2012; Deitrick and Hu 2013].

17http://help.sentiment140.com/.
18http://www.sananalytics.com/lab/twitter-sentiment/.
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O’Connor’s Corpus (OC): The O’Connor’s Corpus contains 1 billion tweets crawled
during 2008 and 2009. The initial dataset was not annotated by sentiment. Researchers
have used hashtags and emoticons as noisy labels to annotate the dataset by sentiment
and to use it for TSA [O’Connor et al. 2010; Davidov et al. 2010].

Health Care Reform (HCR): The HCR dataset19 was presented by Speriosu et al.
[2011] and consists of 2,515 manually annotated tweets of which 541 are positive, 1,381
negative, 470 neutral, 79 irrelevant, and 44 unsure tweets. The tweets were collected in
March 2010 and are about the topic hcr. The collected tweets were manually annotated
for polarity regarding to one out of the following different targets: health care reform,
Obama, Democrats, Republicans, Tea Party, conservatives, liberals, and Stupak. The
tweets were then split into three different sets, the training, the development, and
the testing, each consisting of about 840 tweets. The dataset has been used for both
subjectivity and TSA [Saif et al. 2012b; Speriosu et al. 2011].

Obama-McCain Debate (OMD): The OMD dataset20 was built from tweets collected
during the presidential debate in September 2008 [Shamma et al. 2009]. The 3,238
collected tweets were manually labelled as positive, negative, mixed, or other by at
least three and up to eight annotators using the Amazon Mechanical Turk. This dataset
has been used by many researchers for TSA [Hu et al. 2013a, 2013b; Saif et al. 2012b;
Speriosu et al. 2011].

Sentiment Strength Twitter Dataset (SS-Tweet): The Sentiment Strength Twitter
Dataset21 was constructed by Thelwall et al. [2012] with the aim to evaluate Sen-
tiStrength.22 The dataset contains 4,242 manually annotated tweets. Tweets that ex-
press a negative sentiment were labeled with a number between −1 (not negative)
and −5 (extremely negative), whereas tweets that express positive sentiment with a
number between 1 (not positive) and 5 (extremely positive).

SemEval Datasets: SemEval (Semantic Evaluation) is an ongoing series of evalua-
tions of computational semantic analysis systems that has evolved from the SensEval
word sense disambiguation evaluation series. The task of sentiment analysis was in-
troduced for the first time in SemEval 2013. The first collection released by SemEval
is the SemEval-2013 dataset [Nakov et al. 2013], which consists of tweets that contain
named entities and words that are also present in SentiWordNet. Sentiment labels
were assigned to tweets using Amazon Mechanical Turk, resulting in 15,196 labeled
tweets. SemEval-2013 consists of 5,810 positive, 6,979 objective/neutral, and 2,407
negative tweets and has been used to evaluate methods for tweet-level [Mohammad
et al. 2013; Martı́nez-Cámara et al. 2013; Remus 2013] and expression-level subjectiv-
ity detection [Mohammad et al. 2013; Chalothorn and Ellman 2013; Kökciyan et al.
2013]. SemEval-2014 is an extension of the SemEval-2013 collection and was built as
a continuation of the TSA task. This collection contains 982 positive, 202 negative, and
669 neutral tweets in addition to SemEval-2013 tweets. A similar annotation process
followed the SemEval-2013 [Rosenthal et al. 2014] process. In 2015, the SemEval-
2015 collection was released as an extension of the SemEval-2013 and SemEval-2014
collections. SemEval-2015 contains 1899 positive, 1008 negative, and 190 neutral ad-
ditional tweets [Rosenthal et al. 2015]. SemEval-2016 is also an extension of the past
SemEval collections. In addition to TSA, this collection contains data for some new
tasks, including tweet quantification that aims to estimate the distribution of tweets

19https://bitbucket.org/speriosu/updown/.
20https://bitbucket.org/speriosu/updown/.
21http://sentistrength.wlv.ac.uk/documentation/.
22http://sentistrength.wlv.ac.uk/.
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across the different classes instead of classifying individual tweets [Gao and Sebastiani
2015].

STS-Gold: STS-Gold was constructed in Saif et al. [2013] as a subset of the STS
dataset [Go et al. 2009]. The dataset contains 2,034 annotated tweets of which 632
are positive and 1,402 are negative. Also, the dataset contains 58 manually annotated
entities annotated by three different human annotators. The dataset has been used for
TSA [Saif et al. 2014, 2016].

Dialogue Earth Twitter Corpus (DETC): This corpus was constructed as part of the
Dialogue Earth Project23 and contains three datasets (WA, WB, and GASP). The WA
and the WB sets contain tweets about weather, whereas the third set contains tweets
about gas prices. The three sets contain 4,490, 8,850, and 12,770 tweets, respectively,
which were manually annotated with sentiment labels. Each tweet was asigned with
one of the following labels: positive, negative, neutral, not related, or cannot tell. The
corpus has been used to evaluate methods for sentiment analysis on twitter data
[Asiaee et al. 2012].

One interesting observation is the tendency of researchers to crawl their own data
and evaluate their methods on them. This is a consequence of the lack of benchmarks
in the field and the difficulty in building one. The majority of the approaches use a
number of words or phrases to crawl tweets [Speriosu et al. 2011; Nakov et al. 2013],
whereas others crawl a sample of the posted tweets regardless their topic [Petrović
et al. 2010]. Crawling tweets using a set of keywords has the advantage that the topic
of the tweet is known a priori. However, one limitation is that there is high chance
tweets on the same topic are not crawled due to word mismatch. In addition, careful
annotation is needed to detect the tweets that express sentiment about the specific
target. On the contrary, crawling a sample of the posted tweets can lead to a more
representative collection. However, the collection will have a lot of noise and filtering
is required. We would like to note that the decision of the crawling approach is mainly
based on the addressed task. For example, for entity-based TSA using a set of keywords
to crawl tweets is an adequate approach, whereas tasks such as TST or burst detection
require a sample of posted tweets that span over time.

5.2.3. Annotation. One of the main challenges in evaluating approaches that address
Twitter-based sentiment analysis is the absence of benchmark datasets. In the lit-
erature, a large number of researchers have used the Twitter API to crawl tweets
and create their own datasets, whereas others evaluate their methods on collections
that were created by previously reported studies. One major challenge in creating new
datasets is how the tweets should be annotated. There are two approaches that have
been followed for annotating the tweets according to their polarity: manual annotation
and distant supervision.

One of the most popular platforms used for manual annotation of tweets is the Ama-
zon Mechanical Turk platform24 which is a crowdsourcing service used to coordinate
the use of human intelligence for tasks that computers are currently unable to do. This
approach has been used for manual annotation of several datasets [Go et al. 2009;
Shamma et al. 2009; Nakov et al. 2013]. Due to the fact that it is a costly process,
it has been usually applied only for the annotation of the test set [Go et al. 2009].
This approach can support the annotation of several hundreds to few thousands of
tweets. The quality of the annotations is measured by calculating the kappa coefficient
of inter-annotator agreement.

23www.dialogueearth.org.
24https://www.mturk.com/mturk/welcome.
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Another popular annotation approach is distant supervision, also known as indirect
crowdsourcing. This approach is very common for creating training sets that require
large number of annotated data. Emoji, emoticons, and hashtags are usually employed
as noisy sentiment labels. Go et al. [2009] used tweets with emoticons to annotate the
training tweet set. Tweets with positive emoticons (i.e., :), :-), and :D) were considered
positive, whereas those containing negative emoticons (i.e., :( and :-() were considered
as negative. Pak and Paroubek [2010] also considered emoticons as noisy labels to
annotate the tweets used for training. Hashtags have been also extensively used as
indicators of positive or negative sentiment. Davidov et al. [2010] considered emoticons
and hashtags for creating the training set. They used 50 hashtags that were indicative
of positive (#happy, #love, etc.) or negative (#hate, #bored, etc.) sentiment. A slightly
different approach was followed by Barbosa and Feng [2010], who used Twitter senti-
ment classification web sites (e.g., Twendz, Twitter Sentiment, and TweetFeel) to collect
their data.

Datasets annotated using distant supervision usually contain several thousand or
even hundreds thousand of annotated tweets. This amount of tweets is much larger
than the one that can be collected using the manual annotation. Even though distant
supervision can be used to collect a large number of annotations, the annotations are
not always accurate. This is also supported by Liu and Zhang [2012], who reported that
manually labeled data can lead to superior results.

6. OPEN ISSUES

After analyzing the literature of TSA, we can observe that it is still an open domain
for research and there are issues that require further exploration. The most important
open issues are the following: use of deep learning, lack of benchmarks, data sparsity,
multilingual content, tracking sentiments over time, and multidisciplinary research.

Use of deep learning: One of the most important limitations of machine-learning
approaches is that their effectiveness depends on the set of selected features. However,
typical feature selection approaches are not able to address some phenomena, such as
negation detection. One solution to that is using algorithms that are capable of learning
representations of the data, known as deep-learning algorithms. The effectiveness of
these algorithms on TSA is still under-explored since only a few researchers have
considered this direction [Tang et al. 2014a, 2014b; Vo and Zhang 2015; Dong et al.
2014]. Using deep-learning algorithms to address TSA is an area that needs to be
better explored. One interesting direction would be to examine the effectiveness of the
recursive neural network deep-learning algorithms on TSA and negation handling in
tweets, since they are effective on SA of standard text.

Lack of benchmarks: One of the most important problems in this domain is the lack
of benchmark datasets. It has been noticed that researchers collect their own data and
evaluate their methods on them. The comparison of different methods is very difficult
or even impossible. One exception to this is the SemEval collections. However, the
SemEval datasets contain a few thousand annotated tweets stressing the difficulty
iof creating large collections. In addition, Twitter does not allow the redistribution of
tweets, a restriction that makes the construction of benchmark datasets more challeng-
ing. Lack of benchmark datasets is also observed in fields that are related to TSA such
as TOR for which there are only two attempts to create annotated datasets [Luo et al.
2013a; Paltoglou and Buckley 2013]. Even the creation of benchmarked collections on
these fields is very challenging, but it is not impossible. The contribution of different
research groups where each is responsible for annotating a percentage of the data can
be a solution to build larger collections.
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Data sparsity: Data sparsity occurs to a large extent in Twitter due to the large
amount of informal textual peculiarities. Dealing with data sparsity is very important,
since it can influence the performance of TSA. Reducing data sparsity was explored
by Saif et al. [2012a]. However, considering the importance of minimizing data sparsity,
we believe that this problem needs to be further investigated.

Multilingual content: Tweets are written in a wide variety of languages and some-
times more than one language is used in the same tweet. However, only few researchers
have tried to address multilingual TSA [Narr et al. 2012]. Also, a few datasets have
been built for this problem. We believe that addressing multilingual TSA is an inter-
esting and important field of research that needs to be further investigated.

Tracking sentiments over time: Detecting sentiment towards a topic and tracking its
evolution over time is a field that has received a little attention. Tracking sentiment
towards a specific topic and identifying sentiment changes is very important for various
applications. For example, companies can track the sentiment towards their products
and act promptly in case of negative sentiment emergence. Topic models that jointly
combine topic and sentiment detection of tweets and time could be proposed to deal
with this problem. Similar approaches have been already proposed for standard text
and therefore it would be interesting to explore if they can be applied on Twitter.

Multidisciplinary research: The combination of research from different fields is still
under-explored. Applying sentiment analysis methods on economics research or on hu-
man and social science domains can yield interesting results. For example, it is possible
to explore how geographic places or meteorological variables and events influence the
level of happiness within a society [Mitchell et al. 2013; Curini et al. 2014]. Additionally,
sentiment analysis could be applied on a marketing domain to predict the success of a
product or of movies [Asur and Huberman 2010]. Another interesting direction would
be to apply sentiment analysis on health domains to explore how emotions correlate
with well being or with health in general.

Finally, we should note that recently Twitter announced that it may remove the
length limitation of 140 characters. This is an important change and will influence
different aspects of TSA. However, the extent of this impact depends on how much
the language of tweets will change. For example, currently there is a great use of
abbreviations, which may be significantly reduced after the length restriction is lifted.
Using whole words instead of abbreviations may facilitate research on TSA. On the
other hand, we believe that users will continue to use some characteristics of the
language, such as emoticons and slang language, that are mostly related to the informal
communication style of Twitter. Another possible change will be the number of topics
discussed in a single tweet. Currently, the majority of tweets are about a single topic
due to the length limitation [Giachanou and Crestani 2016]. That implies that if a
tweet contains opinion, then the opinion is towards the specific topic that is discussed.
In case users start writing longer tweets, then additional features such as proximity or
more sophisticated topic extraction methods will be necessary for effective sentiment
analysis.

7. CONCLUSIONS

Recent years have witnessed an increasing research interest in analyzing tweets ac-
cording to the sentiment they express. This interest is a result of the large amount of
messages that are posted everyday in Twitter andthat contain valuable information for
the public mood for a number of different topics. Methods from the machine-learning
field are applied for TSA on a more frequent rate compared to the rest of the ap-
proaches, with the SVM and NB classifiers being the most prevalent. Unigram-based
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SVM is usually considered as a baseline to which the proposed methods are compared.
In addition, lexicons are utilized in a large set of proposed methods to support detecting
words that indicate sentiment. SentiWordNet and MPQA are the most used lexicons
that are usually extended with words that are used in Twitter.

This survey presented an overview on the recent updates of TSA. More than 50
articles were categorized and briefly described. After the analysis, it is clear that TSA is
still an open field for research. We reviewed the most prominent approaches for TSA and
discussed prevalent methods for Twitter-based opinion retrieval, tracking sentiments
over time, irony detection, emotion detection, and tweet sentiment quantification. In
addition, we presented different resources (datasets and sentiment lexicons) that have
been used in TSA. Our survey gave a comprehensive review of the proposed TSA
methods, discussed related trends, identified interesting open problems, and indicated
promising future research directions.
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