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a b s t r a c t

The emergence of Web 2.0 has drastically altered the way users perceive the Internet, by improving infor-
mation sharing, collaboration and interoperability. Micro-blogging is one of the most popular Web 2.0
applications and related services, like Twitter, have evolved into a practical means for sharing opinions
on almost all aspects of everyday life. Consequently, micro-blogging web sites have since become rich
data sources for opinion mining and sentiment analysis. Towards this direction, text-based sentiment
classifiers often prove inefficient, since tweets typically do not consist of representative and syntactically
consistent words, due to the imposed character limit. This paper proposes the deployment of original
ontology-based techniques towards a more efficient sentiment analysis of Twitter posts. The novelty of
the proposed approach is that posts are not simply characterized by a sentiment score, as is the case with
machine learning-based classifiers, but instead receive a sentiment grade for each distinct notion in the
post. Overall, our proposed architecture results in a more detailed analysis of post opinions regarding a
specific topic.

� 2013 Elsevier Ltd. All rights reserved.
1. Introduction

The emergence of Web 2.0 has drastically altered the way users
perceive the Internet, by improving information sharing, collabora-
tion and interoperability. Contrary to the first generation of
websites, where users could passively view content, Web 2.0 users
are encouraged to participate and collaborate, forming virtual
on-line communities. Additional Web 2.0 traits include data
openness and metadata, dynamic content, rich user experience
and scalability tolerance (Skiba, 2006). Among the most popular
Web 2.0 applications, one can come across social-networking sites
(e.g. Facebook, MySpace), wikis, blogs, multi-media sharing sites
(e.g. YouTube, Flickr), mash-ups and rich web applications. One of
these activities is micro-blogging, which initially attracted
comparatively less attention, but gradually became a highly popu-
lar communication tool for a considerable percentage of users.

Micro-blogging is in principle based on blogs (i.e. Web logs),
where users can post opinions, experiences and queries on any
chosen topic. The main difference between micro- and traditional
blogs is the strict constraint in content size (Kaplan & Haenlein,
ll rights reserved.
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2011). Currently, the most popular on-line micro-blogging service
is Twitter, which enables its users to send and receive text-based
posts, known as ‘‘tweets’’, consisting of up to 140 characters. Twit-
ter was created in 2006 and currently records over 140 million ac-
tive users that generate over 340 million tweets per day. With their
rapidly increasing popularity, micro-blogging services, like Twitter,
have evolved into a practical means for sharing opinions on almost
all aspects of everyday life. The strict character limit of tweets
forces users to be concise and eventually more expressive than
with social networks and blogs. Thus, micro-blogging posts are im-
bued with emotional information and are considered as rich opin-
ion mining data sources (Pak & Paroubek, 2010). Additionally,
tweets can be processed more effectively than lengthy blog posts
and articles.

Opinion mining, also known as sentiment analysis, is the process
aiming to determine whether the polarity of a textual corpus (doc-
ument, sentence, paragraph etc.) tends towards positive, negative
or neutral. Sentiment analysis constituted a popular research area
even before Twitter and micro-blogging, since it can offer advanta-
ges to a variety of domains, from sales predictions (Liu, Huang, An, &
Yu, 2007) to politics (Park, Ko, Kim, Liu, & Song, 2011) and investors’
choices (Dergiades, 2012). Furthermore, the automatic detection of
sentiment on textual corpora has comprised a research topic for
many approaches. Examples include, among others, product and
services reviews (Kang, Yoo, & Han, 2012; Prabowo & Thelwall,
2009), articles on the Web (Melville, Gryc, & Lawrence, 2009) and
news feeds (Moreo, Romero, Castro, & Zurita, 2012; Wanner,
Rohrdantz, Mansmann, Oelke, & Keim, 2009). However, the
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expressive power and immediacy of Twitter in particular has led
researchers to try utilizing it in further approaches related to poli-
tics (Tumasjan, Sprenger, Sandner, & Welpe, 2010), tourism
(Claster, Cooper, & Sallis, 2010) and many more.

One of the most promising applications of sentiment analysis of
tweets could be in the field of economic and financial modeling.
Econometric specifications that do not incorporate variables, such
as the investors’ or consumers’ sentiment, prove to be inefficient.
However, the real-time discovery of individuals’ sentiment is a
challenging task that often involves analysts digging manually
through virtually infinite articles and news feeds. Twitter analysis
offers one of the best solutions to-wards the automatic discovery
of sentiment. Machine learning-based sentiment classifiers consti-
tute a prevailing sentiment analysis tool. However, they can often
prove less efficient in the case of tweets (Barbosa & Feng, 2010;
He & Alani, 2011), since the latter do not typically consist of repre-
sentative and syntactically consistent words, due to the character
restriction. An additional limitation is that classifiers usually distin-
guish sentiment into classes (positive, negative and neutral),
assigning a corresponding score to the post as a whole, regardless
the fact that many aspects of the same ‘‘notion’’ may be discussed
in a single post. Consider, for example, the sample tweet Tex: ‘‘The
screenplay was wonderful, although the acting was rather bad’’. The
machine-learning based approaches would return a single quanti-
tative (sentiment score) or qualitative (positive, negative or neu-
tral) result. In this paper, we propose the deployment of
ontology-based techniques towards a more fine-grained sentiment
analysis of Twitter posts. According to the proposed approach,
tweets are not simply characterized by a sentiment score, but in-
stead receive a sentiment grade for each distinct notion in the post.
This results overall in a more elaborate analysis of post opinions
regarding a specific topic. More specifically, regarding the sample
tweet Tex above, our proposed ontology-based approach distin-
guishes the features of the domain (in this case, screenplay and act-
ing) and assigns respective scores, resulting in a more detailed
sentiment analysis of the given statement.

The rest of the paper consists of the following: Section 2 reports
on the related research efforts focusing on sentiment analysis on mi-
cro-blogging data, followed by a section elaborating on the deploy-
ment of ontologies in the micro-blogging domain. Section 4
explains the proposed sentiment analysis approach, outlining the
distinct phases of the methodology and also includes a baseline sce-
nario that better illustrates the whole process. Finally, the paper con-
cludes with some final remarks as well as directions for future work.
2. Sentiment analysis in micro-blogging data

Researchers in their effort to perform sentiment analysis on mi-
cro-blogging posts initially applied mainstream methodologies,
used for analyzing the sentiment of ‘‘normal’’ textual corpora, like
e.g. product reviews. More specifically, two main approaches were
commonly used, in order to conclude, whether a piece of text
(sentence, paragraph or document) expresses a positive or negative
sentiment: the lexicon-based and the machine learning-based
approach. The former approach (Kaji & Kitsuregawa, 2007;
Neviarouskaya, Prendinger, & Ishizuka, 2009; Taboada, Brooke,
Tofiloski, Voll, & Stede, 2011) is based on opinion words, namely,
words that are commonly used in expressing positive or negative
sentiment. Opinion words are typically contained in a dictionary
called opinion lexicon. However, tweets are not considered ‘‘nor-
mal’’ pieces of text, since the 140-character threshold imposes lim-
itations in the length of words and phrases. A further peculiarity is
the extensive usage of ‘‘every-day’’ (i.e. Jargon) expressions, abbre-
viations and emoticons (sequences of symbols representing an
emotion). One could suggest adding these words and symbols to
the lexicon, but this would nevertheless generate dubious results.
These expressions are usually of a dynamic nature, changing con-
stantly and being replaced frequently, following each time the pop-
ular trends on the Web. An additional disadvantage is the fact that
jargon expressions are often domain dependent. These factors lead
to low recall, when the lexicon-based method is applied on ‘‘infor-
mal’’ corpora of text, like posts from micro-blogs.

An alternative approach is the application of machine learning
methodologies (Pang & Lee, 2008). According to this approach, a
sentiment classifier is trained, in order to distinguish positive, neg-
ative and neutral sentiments in textual corpora. Typical features
used in training the classifiers are unigrams or bigrams (n-grams
of size 1 and 2, respectively (De Kok & Brouwer, 2012). The draw-
back of the machine learning-based methods is mainly focused on
the manual labeling required over (usually) massive sets of tweets.
Additionally, the labeling has to be performed on each distinct
domain of interest, in order to achieve satisfactory training levels
for the classifier on the given domain (Aue, 2005).

As outlined in (Saif, He, & Alani, 2012), in relation to sentiment
analysis which is derived from Twitter posts, the following
approaches can be distinguished:

1. Working with noisy labels or distant supervision (Read, 2005),
by creating, for example, emoticon vocabularies for represent-
ing sentiment and for training supervised sentiment classifiers,
such as Naïve Bayes (NB), Maximum Entropy (MaxEnt) and
Support Vector Machines (SVMs) (Barbosa & Feng, 2010; Pak
& Paroubek, 2010).

2. Applying a combination of feature engineering (e.g. using the
feature-based model and the tree kernel-based model for senti-
ment classification, as well as n-gram and lexicon features) with
machine learning methods to improve sentiment classification
accuracy on tweets (Agarwal, Xie, Vovsha, Rambow, &
Passonneau, 2011; Kouloumpis, Wilson, & Moore, 2011).

As described in the next section, there already exist sentiment
analysis methods that deploy ontology-based techniques. Never-
theless, none of the existing approaches applies ontologies simi-
larly to the way we propose in this work that results in
specifically evaluating the sentiment for the various distinct no-
tions (i.e. properties) at hand.
3. Micro-blogging and ontologies

An ontology can be defined as an ‘‘explicit, machine-readable
specification of a shared conceptualization’’ (Studer, Benjamins, &
Fensel, 1998). Ontologies are used for modeling the terms in a do-
main of interest as well as the relations among these terms and are
now applied in various fields, like agent and knowledge manage-
ment systems and e-commerce platforms (Gómez-Pérez & Corcho,
2002). Other applications include natural language generation,
intelligent information integration, semantic-based access to the
Internet and extracting information from texts. However, the most
important contribution of ontologies is the key role they play in the
development of the Semantic Web.

The Semantic Web is an extension of the current Web, where
information is given a well-defined meaning, encouraging cooper-
ation among human users and computers (Berners-Lee, Hendler, &
Lassila, 2001). Ontologies serve as the primary means of knowl-
edge representation in the Semantic Web. Although various ontol-
ogy languages have emerged, the currently dominant standards are
RDF/S (Resource Description Framework Schema) and OWL (Web
Ontology Language). Additional points of motivation for preferring
the use of ontologies in an application include: (a) analyzing
domain knowledge and separating the latter from operational
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knowledge, (b) Enabling the reuse of domain knowledge, (c) Mak-
ing domain assumptions explicit, and (d) Sharing a common
understanding of the information structure among people and/or
software agents.

Regarding the deployment of ontologies in the micro-blogging
domain, to the best of our knowledge, the most prominent effort
belonging to this category is the recent work by Iwanaga, Nguyen,
Nakagawa, and Ohsuga (2011). In their approach, the authors
present a methodology for populating an existing earthquake
evacuation ontology with instances based on tweets. The proposed
approach extracts related information like evacuation center
names, products offered at the centers and the timestamp of each
tweet. Additional information retrieved from the Web is appended,
including the evacuation center address (retrieved via Google
Maps), the center’s latitude and longitude (via Geocoding) and
Japanese-to-English translation of all the above (via Google
Translation). This information is obtained in real time, even though
it is not included in the initial tweet.

Other directions of research include the development of ontol-
ogies for representing micro-blog posts and relationships between
social-network users as for example FOAF (see Brickley & Miller,
2010), SIOC (see Breslin, Harth, Bojars, & Decker, 2005), OPO (see
Stankovic, Passant, & Laublet, 2009), SMOB2 (see Passant, Bojars,
Hastrup, & Laublet, 2010), or ontologies for representing levels of
emotions (e.g. Baldoni, Baroglio, Patti, & Rena, 2012; Francisco,
Germans, & Peinado, 2007). These topics, however, are unrelated
to the line of research presented in this paper. Our approach
assumes a different direction as far as the usage of ontologies is
concerned. While Iwanaga et al. (2011) deploy the ontology as a
means for modeling the application domain, we extend the usabil-
ity of the ontology in our approach. The domain of reference is
semantically divided and sentiment scores are assigned not to
whole statements (i.e. tweets), but to the various aspects of the to-
pic at hand. For example, according to ‘‘traditional’’ sentiment
analysis techniques, the sample tweet Tex presented in the intro-
duction would probably acquire a positive score, since ‘‘wonderful’’
is rather stronger than ‘‘bad’’. However, according to our proposed
ontology-based approach, the subject (movie) would have two dis-
tinct features (screenplay and acting) with respective scores 8 and
�3, providing higher granularity in the sentiment analysis of the
given statement.
4. Description of the proposed approach

As already explained, the basic idea behind the proposed ap-
proach is to take advantage of a domain ontology for providing
more elaborate sentiment scores regarding the notions contained
in a tweet. The aim is to have a system that accepts as input a tweet
(or a set of tweets) regarding a specific subject and provides senti-
ment scores for every aspect/feature of this subject. The architec-
ture of the system we developed is presented in detail in a
following section.

The proposed methodology is divided in two phases: (a) crea-
tion of the domain ontology (Section 4.1), and (b) sentiment anal-
ysis on a set of tweets, based on the concepts and properties
included in the ontology (Section 4.2). These two phases are fur-
ther described next.
4.1. Creating the domain ontology

In order to create a domain ontology, one can adopt various
methods, like extending existing ontologies or developing the
ontology from the ground up. In this work, we examine two alter-
native approaches, which are presented subsequently: (a) Formal
Concept Analysis, and (b) Ontology Learning.
4.1.1. Formal Concept Analysis
Formal Concept Analysis (FCA) is a mathematical data analysis

theory, typically used in Knowledge Representation and Informa-
tion Management (Ganter & Wille, 1999). Its main characteristic
is that is applies a user-driven step-by-step methodology for creat-
ing domain models. With the recent emergence of the Semantic
Web and the establishing of ontologies as its principal means for
knowledge representation (see Section 3), FCA has been accounted
as a valuable engineering tool for deriving an ontology from a
collection of objects and their properties (Obitko, Snasel, Smid, &
Snasel, 2004). Towards this affair, FCA has recently been applied
in various occasions (e.g. Fu & Cohn, 2008; Ning, Guanyu, & Li,
2010; Zhang & Xu, 2011) and has been preferred in this work, since
it offers the following advantages:

1. Appropriate ontology size: The domain ontology is gradually
developed, depending on the given data set (i.e. in this case
tweets). Therefore, it does not contain unnecessary concepts
and/or properties, which would result in redundancy and
potential illegibility on behalf of the user. On the other hand,
based on the same principle, the output ontology does not lack
essential concepts, either.

2. Better ontology design: Concepts and concept hierarchies are not
explicitly defined, but are dynamically designated via the
detected properties. This leads to better ontology design and a
more distinct classification of concepts.

3. Domain specific ontology: Towards creating a domain ontology,
one would reasonably consider utilizing existing ontologies that
describe the given domain in more detail. However, the aim is
not to exhaustively describe the application domain, but to
develop an ontology that corresponds to the given set of tweets,
namely, the notions that currently ‘‘matter the most’’ to the
users. Otherwise, the result would be an ontology that contains
numerous classes and attributes that never appear in the data
set and for which no sentiment assessment score can be
derived.

4.1.1.1. FCA basic elements. The main building block in FCA is the
concept, which is described via two sets: The extension, which is a
set of objects and the intension, which is a set of attributes (Ganter
& Wille, 1999). Every object that belongs to the concept has all the
attributes in the intension and every attribute that belongs to the
concept is shared by all objects of the extension.

The relationships between the set of objects and the set of attri-
butes are represented by a formal context. A formal context K
(O;A; I) is a triple where:

� O is a set of formal objects,
� A is a set of attributes, and,
� I is a binary incidence relation between the objects and the

attributes; I #O�A, where (o,a) 2 I is read as ‘‘object o has
attribute a’’.
A formal context can be represented as a cross-table, where
the rows represent O, the columns represent A and the inci-
dence relation I is represented by a series of crosses as shown
in Table 1. Concepts can be organized into a concept lattice,
which is based on the mathematical notion of lattices (Davey
& Priestley, 2002). Concept lattices are visualized via Hasse dia-
grams (or line diagrams – see Fig. 5). The nodes in the diagram
represent concepts, while attributes and objects are denoted
above and below the nodes, respectively. By traversing all the
paths leading down from a node, one can retrieve the concept’s
extension, while the opposite path leading up from the node re-
trieves the intension.



Table 1
Smartphone ontology.

Model series Properties

Android Camera Battery 4G microUSB Processor Windows Display iOS

Apple iPhone + + + + +
Samsung galaxy + + + + + + +
HTC one + + + + + + +
Nokia lumia + + + + + +

Fig. 1. Ontology creation algorithm via FCA.
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4.1.1.2. Populating the concept cross-table. According to FCA, the
aim is to create the concept cross-table that corresponds to the do-
main ontology. As mentioned previously, the table corresponds to
the incidence relation I #O�A; thus, it is essential to determine
setsO and I . These sets can be derived via the algorithm illustrated
in Fig. 1.

1. The algorithm accepts as initial input a concept parameter (e.g.
‘‘#smartphone’’), determined manually by the user. The retriev-
eTweets method retrieves the first N tweets (default value for N is
100) that belong to the result set corresponding to the concept
parameter. Towards this affair, Twitter4J4 was utilized, a Java library
that gives access to the Twitter API and assists in integrating the
Twitter service into any Java application. The retrieveObject method
subsumes that every tweet is inspected for references to objects
and, if any such reference is detected, the corresponding attributes
are retrieved via method retrieveAttributes. For every attribute asso-
ciated to the object, the attribute is appended to the existing set of
attributes. The latter two methods are currently performed manually
by an ontology engineer. Fig. 2(A) displays two sample tweets used
for the creation of the ontology. The detected objects and attributes
are represented in boldface fonts.

Eventually, the final concept table is populated with the
detected objects and attributes. Table 1 displays the resulting
cross-table as well as the corresponding concept lattice, after ana-
lyzing 100 retrieved tweets for the concept ‘‘smartphone’’.

4.1.2. Ontology learning
An alternative to the manual FCA methodology presented above

is offered by the various existing semi-automatic ontology learning
4 Twitter4J Java library: http://twitter4j.org/en/index.jsp
techniques (e.g. Cimiano & Völker, 2005; Hazman, El-Beltagy, &
Rafea, 2009). Ontology learning, also known as ontology extraction,
ontology generation or ontology acquisition, refers to the task of
automatically creating an ontology, via extracting concepts and
relations from a given data set. Nevertheless, the task of creating
an ontology in a fully automated manner still remains elusive to
a great degree.

In this work, we resorted to OntoGen (Fortuna, Grobelnik, &
Mladenic, 2007), a semi-automatic, data-driven ontology editor.
The software deploys text-mining techniques via an efficient user
interface that reduces development time and complexity. Overall,
the tool attempts to bridge the gap between complex ontology edi-
tors and domain experts, who do not necessarily possess ontology
engineering skills.

OntoGen interactively offers assistance during the development
of domain ontologies, by suggesting concepts and relations and by
automatically assigning instances to the concepts. The user can ac-
cept or reject the suggestions or perform manual adjustments.
Most of the aid provided by the system is based on the provided
underlying data. In our case, the role of this data set is played by
the initial set of retrieved tweets (see previous subsection), which
is fed to OntoGen as a set of named line-documents (i.e. each tweet
is stored as a separate text file, with the first word in the line serv-
ing as the document title/ID). Fig. 3 illustrates the resulting ontol-
ogy visualization via OntoGen, after examining the same set of 100
retrieved tweets for the concept ‘‘smartphone’’.

4.1.3. Augmenting the semantics
The ontology created via FCA (Section 4.1.1) or Ontology Learn-

ing (Section 4.1.2) is in essence a simple taxonomy of concepts and
attributes. In order to augment the underlying semantics, the
ontology is enriched with synonyms and hyponyms (subordinate
notions) of the detected attributes. For example, in the



Fig. 2. (A) Sample tweets used for the creation of the ontology, and (B) Sample tweets used for sentiment analysis, accompanied by the corresponding sentiment scores.

Fig. 3. Ontology visualization via OntoGen.
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‘‘smartphone’’ universe used throughout this paper, the ‘‘display’’
attribute could also be expressed as ‘‘monitor’’ or ‘‘screen’’, which
are synonymous words.

For appending the sets of synonyms and hyponyms to the
ontology, we used the popular WordNet lexical database (Miller,
1995), which retrieves synsets (groups of synonymous words or
collocations) of the synonyms and hyponyms of every given word.
Each synonym and hyponym is then added to the ontology and
associated with the initial attribute. Syntactically, in the OWL DL
representation of the ontology, these associations are expressed
via the owl:equivalentProperty and rdfs:subPropertyOf constructs,
respectively.
4.2. Sentiment analysis on tweets

The previously described process (Section 4.1) results in a for-
mulated and populated domain ontology. The second phase of
the proposed methodology constitutes the main effort of this work
and performs the automatic sentiment analysis on a set of tweets.
Fig. 4 displays the overall architecture of the approach we propose
in this paper.

As can be seen from Fig. 4, the overall process involves retriev-
ing a set of tweets that correspond to entities in the ontology and
performing sentiment analysis on each of the retrieved tweets.
There are three distinct steps in the procedure: (1) querying the
ontology for the corresponding attributes of each object, (2)
retrieving the relevant tweets, and (3) performing the sentiment
analysis.
4.2.1. Step#1: Taking advantage of the ontology
In order to take advantage of the domain ontology created dur-

ing the previous steps, the retrieved tweets have to contain infor-
mation regarding the objects and attributes of reference. This is
achieved via JENA (Rajagopal, 2005), a Java API for processing
RDF/S and OWL ontologies. Having an ontology-based structured
hierarchy of classes and properties, JENA assists in retrieving ob-



Fig. 4. Architecture of the proposed approach.

Fig. 5. Ontology visualization via a Hasse diagram.

4070 E. Kontopoulos et al. / Expert Systems with Applications 40 (2013) 4065–4074
ject-attribute pairs (oi,aij) – see Fig. 4. More specifically, for every
object/class oi, all attributes/properties aij are retrieved via process-
ing RDF/S triples of the form: <aij rdfs:domain oi>.

4.2.2. Step #2: Retrieving the relevant tweets
For every property aij of an object oi a relevant query is submit-

ted to Twitter via the Twitter4J library described previously. The
query has the form ‘‘oi aij’’, where different terms are separated
by whitespaces, resulting in an intersection query. Alternatively,
one could execute a hashtag intersection query, like e.g. ‘‘#oi

#aij’’, which would nevertheless drastically reduce the result set,
without necessarily increasing the precision.

A predefined number of tweets t1i, . . . , t1n is retrieved (default
number is 100) that contain the relevant keywords. A secondary
phase of preprocessing takes place on the retrieved set of tweets.
The preprocessing phase involves removing characters or se-
quences of characters that cannot assist during the subsequent
sentiment analysis phase, in order to reduce the noise in the data
set. More specifically, for each retrieved tweet, the following items
of text constitute representative examples to be removed:

1. Replies to other users’ tweets, represented by strings starting
with ‘@’.

2. URLs (i.e. strings starting with ‘http://’).
3. Hashtags, which are strings starting with ‘#’ used for categoriz-

ing messages are not removed as a whole. Instead, only the ‘#’
character is removed, since the rest of the string often forms a
legible word that contributes to better understanding the tweet.

The remainder of each tweet is added into a collection of
sentences.

4.2.3. Step #3: Sentiment analysis
After going through the preprocessing phase during the previ-

ous step, the retrieved tweets are submitted to OpenDover for sen-
timent analysis. OpenDover5 is a web service that tags the opinions
5 OpenDover sentiment tagging web service: http://opendover.nl/.
and sentiments detected in a textual corpus, based on the subject
domain, as well as the intensity of the sentiment expression. A sen-
timent score s is assigned to each tweet, where s 2 [�10,10],
depending on the appreciation level of the submitted sentence.
Fig. 2(B) displays two sample preprocessed tweets retrieved during
this phase, as well as their corresponding sentiment score generated
from OpenDover.

OpenDover was considered an appropriate choice for the pro-
posed approach, since it is suitable for extracting sentiment from
isolated sentences. An additional advantage is OpenDover’s ontol-
ogy-based architecture that offers the capability of detecting each
time the domain of reference, adjusting the sentiment scores
accordingly. It should be noted, however, that OpenDover could
be substituted in the proposed architecture (Fig. 4) by any other
equally efficient sentiment analysis tool and approach; the novelty
in this work lies in the ontology-based analysis of tweets preceding
the sentiment analysis phase. This analysis provides a more fine-
grained sentiment evaluation regarding the distinct topics of a spe-
cific subject, discussed in each tweet.

On the other hand, deploying a third-party sentiment analysis
service like OpenDover may be considered as a drawback, since
the exact process of extracting the sentiment from a sentence can-
not be verified – the source code and methodology behind Open-
Dover are not publicly available. Thus, an imminent goal for the
future is to integrate a custom sentiment analysis methodology
in our approach and compare the resulting sentiment scores.

4.3. Baseline scenario

The current subsection describes a baseline scenario that better
illustrates the usability of the proposed approach. Suppose that a
user wishes to perform a market research regarding smartphones
and wants to determine other users’ opinions on Twitter regarding
the most popular smartphone models.

As the process described in this paper outlines, the first step is
the creation of the domain ontology. In the scenario, we are going
to adopt the FCA approach for creating the ontology (see Section
4.1.1). Thus, according to the ontology creation algorithm (Fig. 1),
a default number of tweets is retrieved, based on the initial concept
‘‘#smartphone’’. After processing the tweet set as the algorithm
suggests, the resulting ontology takes the form displayed in Table
1. As mentioned earlier, the ontology can be visualized via a Hasse
diagram, illustrated in Fig. 5; the diagram was created with ConExp
(Yevtushenko, 2000), a software tool for analyzing formal contexts
in FCA, drawing the corresponding concept lattices and exploring
dependencies between attributes.

Alternatively, one could resort to ontology learning techniques
for semi-automatically creating the ontology. Fig. 3 displays the
resulting ontology visualization after using the OntoGen software
tool.

In essence, Table 1 depicts the formal context K (O;A; I) of the
scenario, where:

� O is the set of retrieved objects, namely, the detected smart-
phone model series in the tweets, where O ¼ fApple iPhone;
Samsung Galaxy; HTC One; Nokia Lumiag,



Fig. 6. Sentiment values corresponding to the smart phone attributes in the scenario.
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� A is the set of properties, where O ¼ fAndroid; Camera;
Battery; 4G; microUSB; Processor; Windows; Display; iOSg,

and,
� The incidence relation I is represented by a series of crosses as

shown in the table, where a ‘+’ in cell (i, j) indicates that object oi

has attribute aj.

In order for the model series comparison to make sense, we re-
move the attributes that are not common for every smartphone.
This results in attribute set A0 ¼ fajj8oi 2 O; ðoi; ajÞ 2 Ig. More spe-
cifically, A0 ¼ fCamera; Battery; Processor; Displayg and, obvi-
ously, A0 � A. However, this modification in the attribute set is
taking place only for fairness of comparison among the different
smartphone models and does not affect in any sense the method-
ology proposed in this work.

The ontology is integrated to the proposed system illustrated in
Fig. 4. The system automatically collects tweets and submits them
to the OpenDover web service, according to the previously de-
scribed sequence of phases. The tweets retrieved for the scenario
spanned over a 1-week period and are available as a comma-
separated file at: http://goo.gl/UQvdx.

The resulting sentiment values for each object-attribute pair are
stored and the final results are depicted in Fig. 6. More specifically,
the graph illustrates the average sentiment scores per attribute and
model series. For each score, the total number of retrieved tweets
is also displayed and, in parentheses, the corresponding positive-
to-total tweet ratio. For reasons of objectiveness, the actual names
of the smart phone model series in both tables have been substi-
tuted with generic tags.
6 Given a random sample of T observations, the recall ratio for a particular
methodology is defined by the ratio of the total number of relevant selected tweets
over the sample size.
4.4. Evaluation

The purpose of the current subsection is twofold: (a) to esti-
mate the recall ratios6 for the two versions of our proposed archi-
tecture (see Fig. 4) as well as for the custom-built system (which
has been introduced for evaluation purposes only) and (b) to eval-
uate whether the observed differences in the way the selections are
performed by each method can be characterized as qualitatively
analogous or not. The two versions of our proposed architecture
are: (a) the full-fledged ontology-based semantically-enabled sys-
tem (SEM), and, (b) the same system without the synonym/hyp-
onym augmentation (see Section 4.1.3), but still with ontology
support (ONT). The custom-built system is stripped of any ontol-
ogy-based domain representation and, thus, cannot retrieve tweets
referring to specific object-attribute pairs; it is limited to retrieving
tweets regarding the superclass of the domain, which is associated
to the ‘‘#smartphone’’ tag7 (CUS). The introduction of the CUS
method is attributed to the fact that our approach adopts an utterly
novel path and therefore it is not feasible to identify other methods
that can be used as a comparison base. Additionally, there is no
point in evaluating the returned sentiment results, since the Open-
Dover sentiment classifier used in this work does not constitute a
contribution of ours.

The recall ratios for the three examined selection methods are
estimated by using 10 randomly taken samples, each comprised
of 100 observations. The estimation results, for all taken samples,
reveal that SEM achieves steadily higher recall ratios from ONT
and both present steadily higher recall ratios from CUS (See Panel
A in Table 2). Solely based on the recall ratio as a comparison cri-
terion a first round conclusion is that SEM performs better than
ONT and both outperform CUS. However, we cannot draw any
7 The domain of reference still remains the world of smartphones, mentioned
previously in the baseline scenario.



Table 2
Concordance statistics.

Sample number Panel A Panel B

Recall ratios Concordance statistics

SEM CUM ONT SEM–CUS SEM–ONT CUS–ONT

Sample1 0.94 0.72 0.26 0.30 0.78⁄⁄ 0.40
Sample2 0.86 0.72 0.40 0.36 0.86⁄⁄⁄ 0.48
Sample3 0.89 0.60 0.26 0.29 0.71⁄⁄ 0.46
Sample4 0.90 0.67 0.27 0.37 0.77⁄⁄⁄ 0.40
Sample5 0.79 0.60 0.32 0.41 0.81⁄⁄⁄ 0.48
Sample6 0.90 0.69 0.29 0.33 0.77⁄⁄⁄ 0.42
Sample7 0.85 0.65 0.26 0.29 0.80⁄⁄⁄ 0.39
Sample8 0.80 0.53 0.26 0.40 0.73⁄⁄⁄ 0.53
Sample9 0.88 0.60 0.36 0.44 0.72⁄⁄⁄ 0.50
Sample10 0.89 0.61 0.28 0.33 0.72⁄⁄⁄ 0.41

Notes: The number of observations for all the examined samples above is equal to
100. ⁄⁄⁄, ⁄⁄ and ⁄ indicate statistical significance at the 0.1 significance level,
respectively.
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solid conclusion if we do not first examine the significance of the
degree of synchronization between all the investigated methods.
Statistically significant synchronization between two methods
implies no qualitative difference in the way the selections are
performed by the methods under consideration while insignifi-
cant synchronization suggests the opposite. For this purpose we
employ the non-parametric Concordance Statistic (CS hereafter),
as suggested by Harding and Pagan (2002), which evaluates the
degree of synchronization among the three alternative selection
methods (mj with j = 1,2,3).8

Assuming for every selection method (mj) that the finally pro-
duced outcome can be typified by two mutually exclusive states
(relevant or irrelevant tweet selection), then the CS signifies (for
two compared methods) the fraction of observations that indicate
simultaneously the same state. To facilitate the computation of the
CS we introduce a binary random variable Sm1 ;i which receives for
observation i the value of one if the m1 method selects a relevant
tweet and zero otherwise. For the remaining selection methods
(m2 and m3) analogously are introduced the binary random vari-
ables Sm2 ;i ,i and Sm3 ;i. The CS between m1 and m2 (CSm1 ;m2 ) mathe-
matically is defined as:

CSm1 ;m2 ¼ T�1
XT

i¼1

ðSm1 ;i � Sm2 ;iÞ þ
XT

i¼1

ð1� Sm1 ;iÞ � ð1� Sm2 ;iÞ
( )

ð1Þ

where, T is the sample size and Sm2 ;i and Sm3 ;i are dichotomous ran-
dom vectors defined as previously. A noticeable drawback of the
above statistic is that it does not allow us to establish whether
the identified degree of synchronization is statistically significant.
To surmount the said drawback a Generalized Method of Moments
(GMM) estimator is conscripted. In particular, the significance level
of the CS is identified through the magnitude of the t-Statistic that
corresponds to the coefficient a in the following moment condition:

E Sm1 ;i � Sm1 ;i

� �
� Sm2 ;i � Sm2 ;i

� �
� a

� �
¼ 0 ð2Þ

where, Sm1 ;i and Sm2 ;i denote the sample means for methods m1 and
m2, respectively.

Equation (2) is estimated via the GMM technique using the Mar-
quardt optimization algorithm, the Bartlett kernel and a fixed band-
width equal to five. The estimated CS for the three resulting pairs
between the alternative methods, along with their significance le-
vel are analytically illustrated in Panel B of Table 2. The results re-
veal that all the estimated degrees of synchronization for the first
8 In that way we actually examine whether the observed differences in the
estimated recall ratios are statistically significant.
(SEM and CUS) and the third pairs (CUS and ONT) are consistently
non-significant and lie in a range between 0.29 to 0.44 and 0.39
to 0.53, respectively. On the contrary, the estimated degrees of syn-
chronization for the second pair (SEM and ONT) are all statistically
significant, mainly at the 0.01 significance level, with values that
vary between 0.71 and 0.86. Overall, it can be argued that there is
reasonable statistical evidence to support significant synchroniza-
tion between the two versions of our architecture, while there is
no evidence toward the direction of synchronization between the
custom-built system and each one of the two versions of our archi-
tecture. Therefore, our proposed architecture, given the higher ob-
served recall ratios, appears to perform evidently better than the
custom-built system method.
4.5. Difficulties

During our work on the given field, a number of difficulties
emerged, the most important of which are briefly outlined in this
subsection, including suggestions for addressing each issue. A sig-
nificant difficulty involves the unpleasantly high ratio of advertis-
ing tweets. The latter are not necessarily negative for Twitter users,
but unfortunately distort the derived results to a degree. Advertise-
ments can either be misunderstood by our system as positive user
tweets or are rejected by OpenDover, since the vocabulary they
contain conveys neither positive nor negative sentiments. A rec-
ommended solution to this problem might involve integrating into
the architecture a subjectivity classifier, like the one proposed in
(Barbosa & Feng, 2010). Such a classifier can distinguish subjective
from objective tweets, isolating the advertisements and offering an
additional filter to the set of tweets to be processed.

Another critical downside when working with Twitter and mi-
cro-blogging services in general involves the extensive use of jar-
gon in the published posts. This is an issue that unavoidably
occurs partly due to the imposed character limit to posts, but can
also be attributed to the every-day communication nature of mi-
cro-blogs. The latter are not suitable for posting long pieces of text
or fully justified opinions on a matter. A further difficulty was out-
lined in a previous section and involves the use of OpenDover as a
third-party sentiment analysis service. The fact that the system is
not open-source constitutes a drawback, since it is not possible
to analyze the software, or even attempt to improve its efficiency.
Therefore, one has to ‘‘blindly’’ rely on the derived sentiment
scores. Nevertheless, an imminent solution to this issue involves
integrating a custom-built sentiment analysis tool to the architec-
ture of the proposed system, which constitutes one of our goals for
future improvements.
5. Conclusions and future work

The paper argued that sentiment analysis constitutes a rapidly
evolving research area, especially since the emergence of Web 2.0
and its related technologies (social networks, blogs, wikis etc.)
The recent explosion in the usage of micro-blogging services, and
particularly Twitter, has shifted attention to sentiment analysis of
micro-blogging posts and tweets. There exist various machine
learning-based approaches that perform sentiment analysis on
tweets, with the drawback that they treat each tweet as one uni-
form statement and assigning a sentiment score to the post as a
whole. This paper proposes the deployment of ontology-based
techniques for determining the subjects discussed in tweets and
breaking down each tweet into a set of aspects relevant to the sub-
ject. The result is the assignment of a sentiment score to each dis-
tinct aspect. A baseline scenario is also presented that deals with
the domain of a popular product (smartphones) and results in com-
paratively evaluating the distinct features of each model series.
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Our goals for future improvements of the proposed approach
initially involve the integration of a custom-built sentiment classi-
fier that will substitute OpenDover in our architecture. A further
aim is to integrate a fully automatic ontology-building functional-
ity, potentially through a combination of ontology learning tech-
niques. Nevertheless, keeping the manual and semi-automatic
ontology creation approaches still remains useful, as they offer a
more controlled means for building the domain vocabulary.
Exploring various methods for visualizing the resulting sentiment
is an additional direction for providing more thorough information
to the user. Finally, provided that investors (or consumers) are
prone to exogenous sentiment waves, an interesting research
direction would be the development of time-series sentiment in-
dexes for a range of investment (or consumer) goods. In case these
developed indexes contain useful predictive power with respect
each time to the future price movements of the investigated good,
they may act as valuable tools in forming efficient strategies for all
market participants.
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