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Various system metrics have been proposed for measuring the quality of computer-based systems, such as de-

pendability and security metrics for estimating their performance and security characteristics. As computer-

based systems grow in complexity with many subsystems or components, measuring their quality in multiple

dimensions is a challenging task. In this work, we tackle the problem of measuring the quality of computer-

based systems based on the four key attributes of trustworthiness we developed: security, trust, resilience, and

agility. In addition to conducting a systematic survey on metrics, measurements, attributes of metrics, and

associated ontologies, we propose a system-level trustworthiness metric framework that accommodates four

submetrics, called STRAM (Security, Trust, Resilience, and Agility Metrics). The proposed STRAM frame-

work offers a hierarchical ontology structure where each submetric is defined as a sub-ontology. Moreover,

this work proposes developing and incorporating metrics describing key assessment tools, including vulner-

ability assessment, risk assessment, and red teaming, to provide additional evidence in the measurement and

quality of trustworthy systems. We further discuss how assessment tools are related to measuring the quality

of computer-based systems and the limitations of the state-of-the-art metrics and measurements. Finally, we

suggest future research directions for system-level metrics research toward measuring fundamental attributes

of the quality of computer-based systems and improving the current metric and measurement methodologies.
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1 INTRODUCTION

1.1 Motivation

Measuring the quality of a computer-based system is critical to building a trustworthy system be-
cause such a measurement can be an objective indicator to validate the quality of the system with
a certain level of confidence. In the past, security and dependability have been discussed as major
system metrics to measure the quality of a computer-based system (Avizienis et al. 2004; Nicol et al.
2004; Pendleton et al. 2016). However, they cannot adequately consider the multidimensional qual-
ity of computer-based systems, particularly associated with hardware, software, networks, human
factors, and physical environments. To address this issue, we choose to measure trustworthiness
to derive a holistic quality measurement of the system. Up to now, the concept of trustworthiness
as a system metric has received very little attention based on the lack of literature from research
conferences and journals, and its research is still in its infant stage.

The Technical Cooperation Program (TTCP)1 initiated this effort in cybersecurity under the
banner of the Cyber Strategic Challenge Group (CSCG). In particular, under the CSCG, a Trust-

worthy Systems Working Group (TSWG) was formed in 2014 to share and conduct collaborative
research with the following four key activities:

(1) Tools & Methods: Developing common and sharable tools to search for, find, and fix vul-
nerabilities as well as to design cyber-hardened systems;

(2) Building System Composition: Developing ways to build trustworthy systems from com-
ponents of differing levels of trust, such as developing trustworthy design patterns;

(3) Review & Assessment: Developing assessment methodologies to include red teaming for
the effective use of tools and techniques; and

(4) Metrics & Measurement: Developing meaningful and repeatable metrics to measure the
trustworthiness of systems.

Through sharing and exchanging the defense research and technology of each member nation
and conducting collaborative research, TSWG aims to build a cyber-hardened system which is
highly trusted, resilient, and agile under highly dynamic system and threat conditions. In this
article, members in the TSWG describe the development of metrics for measuring the multidi-
mensional trustworthiness of computer-based systems.

In order to measure the trustworthiness of computer-based systems, we propose a metric frame-
work called STRAM (Security, Trust, Resilience, and Agility Metrics). We developed these four key
metrics with the goal of covering the multidimensional quality of computer-based systems based
on fundamental attributes.

1.2 Key Contributions

This work makes the following contributions:

—Using the concept of trustworthiness as a system-level metric. Although trustworthi-
ness can be defined differently, we adopt the concept of trustworthiness as a system-level
metric embracing the four key aspects of the quality of computer-based systems: security,
trust, resilience, and agility.

—Systematic definition of resilience and agility metrics. Although security and trust met-
rics have been extensively investigated in the literature, resilience and agility metrics are

1TTCP is an international organization aiming to collaborate and exchange defense scientific and technical research and

information, harmonize and align defense research programs by sharing or exchanging research activities between the five

nations, Australia, Canada, United Kingdom, United States, and New Zealand (TTCP 2014).
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much less understood and investigated. This work presents a systematic definition of re-
silience and agility, making a significant step beyond what is currently available.

—Ontology-based metric framework. This work proposes an ontology-based metric frame-
work for measuring trustworthiness, one consisting of security, trust, resilience, and agility
submetrics. The proposed metric framework, called STRAM, takes a hierarchical ontology
methodology where the entire trustworthiness metric ontology is composed of four sub-
metric ontologies. We use an ontology tool called Protégé (Stanford Center for Biomedical
Informatics Research 2015) to visualize the hierarchical structure of ontologies in STRAM.

—Consideration of the diverse aspects of system components. The proposed metric frame-
work, STRAM, is designed to measure a system-level quality that embraces the diverse as-
pects of system components. STRAM focuses on measuring the quality of a system across
hardware, software, networks, human factors, and physical environments, whereas most
existing metrics only aim to measure a particular component or aspect of a system.

—Investigation of the relationships between metrics and assessment tools. Various as-
sessment tools, including vulnerability assessment, penetration testing, risk assessment,
and red teaming, have been used to evaluate the quality of a system. We also provide a set
of metrics to evaluate the assessment tools and discuss how the assessment tools measure
factors affecting the quality of a system, such as attack, defense mechanisms, vulnerabilities,
and the validity of a metric framework.

—Discussion of limitations of existing approaches and future work suggestion. We dis-
cuss the significant hurdles and open challenging questions in the system trustworthiness
metric research domain. In addition, we suggest future research directions for system-level
measurement of trustworthy systems.

A very preliminary version of this article was published in Cho et al. (2016a). The present work
substantially extends that work (Cho et al. 2016a) in that (1) a more in-depth survey was conducted
for security and trust metrics, measurements, and metric ontologies; (2) systematic definitions of
resilience and agility metrics are provided; (3) the ontology of each submetic (i.e., security, trust,
resilience, and agility) is addressed with details of each attribute contributing to the submetric
ontology; (4) metrics of assessment tools are discussed with specific metrics and measurement for
each tool (i.e., vulnerability assessment, risk assessment, and red teaming); (5) the relationships
between system vulnerability, attack, defense, assessment tools, and the validity of the proposed
system metric framework (namely, STRAM) are investigated; (6) the limitations of the existing sys-
tem metrics are discussed; and (7) future research directions are discussed based on the identified
gaps between the ideal metric and the existing state-of-the-art metrics.

Note that the scope of this work is to define and discuss the concept of trustworthiness as a
system-level metric in which we constructed a hierarchical, ontology-based system metric frame-
work based on the four key submetrics of security, trust, resilience, and agility. The focus of this
work is to identify and discuss key metrics that should be considered to measure the trustworthi-
ness quality of any computer-based systems. Depending on different characteristics or configura-
tions of system platforms or environments, different ways of estimating particular metrics can be
derived. For example, to measure the agility of a defensive action, one system may use the mean
time to take an adaptive action while the other system may estimate the time an attacker is re-
moved after it penetrated into the system. That is, we do not include an in-depth discussion on
how each system can use particular kinds of metrics to measure a certain metric attribute in this
work because we limit our scope to propose a high-level system metric framework. In addition,
considering the large volume of this article devoted to discussing key contributions, we leave the
quantitative calculations of the four metrics for our future work. We discuss more detailed future
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work directions in Section 8.2. However, to give a sense of how each submetric is measured in
practice, we show some example metrics (Table 3).

1.3 Comparison with Existing Surveys on System-Level Metrics

Some existing survey papers discussed system-level metrics. Avizienis et al. (2004) discussed de-
pendability to indicate the overall quality metric of a system based on four subattributes including
security, safety, reliability, and maintainability. Pendleton et al. (2017) proposed a system-level se-
curity metric framework based on the interactions between attackers and defenders in order to
represent dynamic system security metrics. Ramos et al. (2017) mainly surveyed model-based net-
work security metrics by considering a suite of probabilistic and/or analytical models to conduct
quantitative evaluation of network security.

This article differs from the preceding survey papers (Avizienis et al. 2004; Pendleton et al. 2017;
Ramos et al. 2017) in that the proposed STRAM framework aims to define a system-level metric
that can capture the quality of system performance and security in terms of both static and dy-
namic nature. To achieve this goal, we consider four attributes of system quality: security, trust,
resilience, and agility. Trust can consider the effect of human factors on system quality in addi-
tion to other system factors while resilience and agility can reflect more dynamic nature of system
quality which is closely related to enhancing security. We consider these four system quality as-
pects under the roof of the concept of trustworthiness. This is unique in that no prior work is
based on a hierarchical, ontological metric framework that uses “trustworthiness” to represent the
overall system metric. The most comparable metric in the literature is the dependability metric
proposed by Avizienis et al. (2004). However, the dependability metric in that work does not cover
the dynamic nature of system quality, such as resilience and agility, although maintainability, as
one of dependability attributes, considers some part of resilience (such as fault-tolerance and/or
recovery). But in Avizienis et al. (2004), no clear distinction between fault-tolerance and recovery
(e.g., self-healing or self-recovery) or between trustworthiness and dependability is made although
they should be considered differently.

1.4 Paper Organization

This article includes the following sections:

—Section 2 gives background information to provide an understanding of the basic concepts
of metrics and measurements. In addition, we discuss criteria for valid metrics, categories
and properties of metrics, existing metric attributes, metric scales, and methods of
measurements.

—Section 3 describes the main components of computer-based systems, threats, and key at-
tributes of trustworthiness in terms of security, trust, resilience, and agility. These four
attributes are discussed in terms of their definitions.

—Section 4 surveys metric ontologies measuring computer-based system attributes, including
ontologies of security, trust, resilience, and agility.

—Section 5 gives a detailed description of each submetric ontology in the STRAM framework.
—Section 6 discusses the key metrics of vulnerability assessment, risk assessment, and red

teaming.
—Section 7 investigates how assessment tools and the metric frameworks are related to at-

tacks, vulnerabilities, and defense mechanisms. Further, we discuss how they are related to
each other, and, ultimately, how they are related to a system-level metric that measures the
trustworthiness of a computer-based system. In addition, we identify the limitations of the
existing metric techniques.
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—Section 8 summarizes the key contents covered in this article and suggests future research
directions.

2 METRICS AND MEASUREMENTS

This section discusses background knowledge needed to understand the proposed metric frame-
work to measure system quality. We briefly discuss the definitions of metrics and measurements
and their basic classifications as used in the literature.

2.1 Metrics

A “metric” is used to indicate “a precisely defined method which is used to associate an element
of an (ordered) set V to a system S” (Böhme and Freiling 2008). We can formalize a function of
metric, M , where system S is mapped to elements of an ordered set V , as:

M : S → V . (1)

2.1.1 Criteria for Valid Metrics. The validity of a metric has been discussed based on the fol-
lowing key criteria (Slayton 2015):

—Objectivity: A metric should provide quantification, providing mechanical objectivity based
on a set of rules;

—Efficiency: Automated quantification provides high efficiency and, accordingly, increases
system efficiency based on quantified metrics;

—Control and feedback: The measured metric can provide feedback or a means of controlling
decisions; and

—Learning: By measuring risk, a metric can improve system quality based on learning from
the results.

2.1.2 Categories of Metrics. The National Institute of Standards and Technology (NIST) (Infor-
mation Technology Laboratory, Software and Systems Division 2016) classifies metrics and mea-
sures based on the following categories:

—Primitive vs. Derived: Primitive metrics are captured based on raw data from measurements
(e.g., the number of lines of codes, the number of anomalous traffic flows), while derived
metrics are obtained through a derivation process based on an aggregation function (e.g., a
weighted sum to measure service reliability).

—Static vs. Dynamic: Static metrics only rely on measurements from a system state at a par-
ticular time, while dynamic metrics measure the system state adapting to dynamic changes
across time.

—Objective vs. Subjective: Objective metrics use a set of certain rules and mostly follow the
measurement process in an automated and repeated way. In contrast, subjective metrics
may reflect judgments by human analysts, operators, or users while capturing the learning
capability that may not be obtainable from simple objective but automated measurements.

—Aspect Measured: Different aspects of measurements can be used including (1) size (i.e., raw
measurements such as the number of lines of code or the number of anomalous traffic flows);
(2) complexity (i.e., structural, computational, algorithmic, logical, functional complexity);
and (3) quality (i.e., performance attributes, as used in this article; reliability, availability,
usability, etc.).

2.1.3 Properties of Metrics. It is challenging to select a right metric to measure the fundamen-
tal attributes of a system. Böhme and Freiling (2008) define the properties of a good metric in
measuring an attribute of the system:
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—Relation: When comparing the performance based on an attribute function, c (·), of two
systems, denoted by x and y, a sensible relation should exist such that c (x ) > c (y) or c (x ) <
c (y); and

—Operation: A meaningful operation should be applied in measuring attributes of a system
based on observed system features (e.g., adding or multiplying the number of compromised
nodes to measure network vulnerability).

2.1.4 Existing Metric Attributes. The quality of a system can be discussed using many at-
tributes. For example, Avizienis et al. (2004) claim that the fundamental attributes of metrics
reflecting the quality of a system are functionality, performance, and dependability, coupled with
security and cost. “Usability, manageability, and adaptability” are discussed as factors affecting
dependability and security. Moreover, they discuss security in terms of availability, integrity, and
confidentiality while using dependability to embrace reliability, availability, integrity, safety, and
maintainability. As another example, Hasselbring and Reussner (2006) define the key attributes
of software trustworthiness in terms of correctness, safety, quality of service (i.e., availability,
reliability, performance), security (i.e., availability, integrity, confidentiality), and privacy. They
suggest a holistic approach to capture the complexity of a system based on multidimensional
optimization techniques.

As discussed earlier, although security and dependability are commonly mentioned as
system-level metrics, trustworthiness has been explored in the context of socio-technical systems
(Mohammadi et al. 2014) and cyber sensing (Xu 2010), which can often be observed in Internet-
based software. They categorize trustworthiness attributes in terms of security, compatibility,
configuration quality, compliance, cost, data quality, dependability, performance, usability,
correctness, and complexity. There have been some studies on using provenance to evaluate
trustworthy information (Dai et al. 2012; Xu et al. 2009, 2010). However, the studies mentioned
earlier (Avizienis et al. 2004; Dai et al. 2012; Hasselbring and Reussner 2006; Mohammadi et al.
2014; Xu 2010; Xu et al. 2009, 2010) do not provide a holistic measurement perspective for a system.

The question of “how to achieve trustworthiness” is closely related to finding the answer to what
makes systems trustworthy. Avizienis et al. (2004) discuss the means to security and dependability
in terms of fault prevention, fault tolerance, fault removal, and fault forecasting. Although they
are useful for building secure and dependable systems, it is not clear how they are associated with
the quality of procedures/tools used for assessing the quality of systems.

Although the preceding works (Avizienis et al. 2004; Hasselbring and Reussner 2006;
Mohammadi et al. 2014) discuss the major metrics, including key attributes to measure system
quality, they do not address (1) how each attribute is related to other attributes, (2) how an at-
tribute’s meaning overlaps with that of the other attributes, and (3) how attributes are hierarchi-
cally structured with a full-fledged granularity of subattributes representing the quality of multi-
dimensional system domains. These questions are addressed in this article.

System trustworthiness is related to the following components: (1) a system of concern and its
features, states, and behavior; (2) threats, including faults, errors, and failures caused by deliberate
(i.e., attacks) or nondeliberate actions (e.g., mistakes by a user or system operator); (3) means to
build trustworthy systems (e.g., system and security protocols or mechanisms); and (4) quality of
assessment tools (e.g., red teaming, vulnerability assessment, penetration testing).

2.2 Measurements

As mentioned earlier, a metric indicates the quality of an object and is closely related to a mea-
surement based on evidence. “To measure” means assigning an element of a scale to an object
for quantifying an attribute of that object (Böhme and Freiling 2008). A measurement uses an
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abstraction to reduce the complexity of representing multiple attributes of a system to a single
symbol. By using a measurement based on a single symbol, we can classify and compare multiple
systems based on the metrics quantifying their attributes (Böhme and Freiling 2008).

2.2.1 Measurement Scales. We collect the result of measurements from data which can be cat-
egorized as different scales. The scale refers to the range of V in Equation (1) and addresses the
relations between elements inV . The types of scales are classified as follows (Böhme and Freiling
2008):

—Nominal scale: This is the simplest scale and is also called a categorical scale, where V is an
unordered, discrete set (e.g., yes/no, 0/1, male/female, red/blue/yellow).

—Ordinal scale: This uses an ordered discrete set forV , which allows comparison of multiple
systems using an attribute (e.g., less than or larger than). In this scale, monotonic mapping
in the ordering relation is preserved such that if a < b where a,b ∈ S , then M (a) < M (b).

— Interval scale: The comparison of two systems can be measured based on the difference
operator, such as adding, subtracting, multiplying, or dividing a constant, to measure the
relative distance between two scale points.

—Ratio scale: This is an extension of an interval scale where the origin is naturally defined,
such as 0. It can measure length, mass, time period, or monetary value.

Nominal and ordinal scales are qualitative, whereas interval and ratio scales are quantitative.
Quantitative scales are more powerful because they allow the use of parametric statistics based on
a distribution assumption in which inference is possible (Böhme and Freiling 2008).

2.2.2 Measurement Methods. In this work, we classify methods of measurements using two
approaches, modeling and analysis-based measurements and experiments-based measurements.

Modeling and Analysis-Based Measurements. These measurements aim to measure the quality of
a system and have been explored using various types of analytical methods (e.g., stochastic models,
stochastic Petri networks, Markov process) (Cho 2015; Li et al. 2011; Xu 2014a; Xu et al. 2015b), sim-
ulation (Han et al. 2014; Xu et al. 2015a; Zheng et al. 2015), and emulation models (Chan et al. 2015).

In particular, the cybersecurity dynamics approach has been proposed for modeling and analyz-
ing cybersecurity as a holistic methodology (Xu 2014a). This approach can accommodate explicitly
dynamic threats and therefore is suitable for modeling and analyzing not only security, but also
potentially resilience and agility. Several variations of cybersecurity dynamics have been investi-
gated, including preventive and reactive defense dynamics (Xu and Xu 2012; Xu et al. 2012a, 2012b;
Zheng et al. 2016), adaptive defense dynamics (Xu et al. 2014), proactive defense dynamics (Han
et al. 2014), and active defense dynamics (Lu et al. 2013; Zheng et al. 2015; Xu et al. 2015b). Holistic
security requirements in the context of socio-technical systems have been investigated in Li et al.
(2016a). Despite the prior studies mentioned earlier, there are no prior studies on holistic resilience
and agility, topics that will be investigated in this article.

Experiment-Based Measurements. These approaches often use known measurement tools or con-
duct empirical studies to measure the quality of a system in terms of particular metric attributes.

Measurement using tools: The quality of assessment, testing, or verification (e.g., vulnerabil-
ity assessment, penetration testing, risk assessment, or red teaming) significantly affects the level
of confidence based on the uncertainty introduced to the measurements by the tools (Jr. et al. 2003).
This is an important matter because uncertainty from unknown attacks, unknown vulnerabilities,
or unknown risk can often hinder appropriate actions to prevent, tolerate, remove, or forecast
faults, which are the main causes of system errors or failures.
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The four key attributes of trustworthiness are related to the degree of threat, uncertainty, asset
importance, and risk appetite (e.g., risk-seeking, risk-neutral, risk-averse). Varying the severity
of threats can modify the effectiveness of red teaming by tailoring their design and implementa-
tion to test a system’s resilience against attacks or faults. Thus, varying the level of threats con-
sidered in red teaming affects the level of assessed trustworthiness in a highly dynamic, hostile
environment.

We discuss the following tools which are well known to measure vulnerabilities of a system:

—Vulnerability assessment (VA) refers to the process of examining a system to identify its
weaknesses that may provide an attack surface for adversarial entities (Goel and Mehtre
2015).

—Penetration testing (PT) is an evaluation/verification process that tests various features of
the operations/functionalities of a system to find vulnerabilities exploitable by attackers
(Antunes and Vieira 2009; Hayes 2016; RedTeams 2013).

—Red teaming (RT) is an assessment process for identifying vulnerabilities or weaknesses
in various aspects of a system, aiming to improve the quality of a system throughout its
development process and even during its use (Wood and Duggan 2000).

Although PT and VA overlap in identifying vulnerabilities and PT is sometimes even inter-
changeably used with VA, PT is a more specific, goal-oriented testing process, whereas VA pro-
vides a list of the vulnerabilities of a system as well as their priorities to be fixed. In particular, PT
has a clear goal of determining the exploitability of identified vulnerabilities based on the already
performed VA (e.g., an unauthorized user tries to gain access to a system by penetrating system
security and defense mechanisms) (Goel and Mehtre 2015). On the other hand, RT is more en-
compassing than PT because RT is designed to enhance security by identifying vulnerabilities and
improving defense strategies (e.g., countermeasures against attacks or prevention mechanisms for
vulnerabilities) (Wood and Duggan 2000).

Empirical measurement: This measures a specific metric attribute based on observations ob-
tained from empirical experiments. Various types of empirical evaluation based on the findings
from human-in-the-loop experiments have been explored in the existing studies for evaluating in-
formation risk for authentication mechanisms (i.e., strength of passwords (Davis et al. 2004; Haga
and Zviran 1991)), usability based on users’ perceived usefulness (i.e., user acceptance of technol-
ogy while e-shopping on the Web (Shih 2004)), economic cost due to information breach (Campbell
2003), and dynamic threats by network attacks (Peng et al. 2016; Zhan et al. 2013, 2014, 2015).

Metrics in experiments: Experiments often use the following metrics:

—Atomic metrics quantify the quality of a single dimension of system or application perfor-
mance (Chen et al. 2018), such as query response time, correct operations for a particular
service, correct message delivery, and so forth. Atomic metrics are used as arguments or in-
puts to evaluate an upper level metric such as trust, security, resilience, and agility analysis
methods or models for further upper level reasoning metrics (e.g., uncertainty reasoning).

—VA effectiveness measures the number of vulnerabilities identified by the VA process. This
metric can have many variants, including the time/resource for VA and the coverage of VA
(e.g., which components or procedures of a system are assessed).

—PT effectiveness measures the number of exploitable vulnerabilities identified by PT. The
variants of this metric include the characteristics of the vulnerabilities (e.g., the ease or
difficulty in exploiting them) and the coverage of PT.

—Systems overall attack resistance measures the overall vulnerability and resistance against
red team testing.
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Fig. 1. Computer-based systems consisting of hardware, software, user, network, and physical environment.

—Red team competence measures the competence of red teams. This models team competitions,
which challenge teams directly against each other by setting up a system with vulnerabili-
ties and challenging teams to investigate the system. Then each team can be evaluated and
compared with each other and against a common checklist. The teams should be indepen-
dent; we can compare the effectiveness of teams in identifying the number of vulnerabilities
or types of vulnerabilities each team finds.

2.2.3 Accuracy of Measurements. We assume that the measurement of a metric can be accu-
rately obtained in the real world. In practice, measurements of metrics are often error-prone due
to the uncertainty imposed by unknown attacks or even attackers attempting to disrupt the mea-
surement process. This leads to a question on how trustworthy the measurement process is (e.g.,
quality of intrusion detection system with minimum detection errors). The accuracy of measure-
ments can be ensured by (1) minimizing errors in measurements by learning any changes of system
states where high measurement inaccuracy is introduced due to a lack of adaptability to system dy-
namics and (2) minimizing deviation from the ideal reference measurements when a metric cannot
be measured directly.

3 PROPERTIES OF A SYSTEM AND ITS QUALITY

3.1 Key Component of Systems

In this article, a “system” refers to a computer-based system that consists of a set of interact-
ing entities in the context of computing and communication (Avizienis et al. 2004). A system can
be composed of the following multiple factors: hardware, software, network, human factors, and
physical environments. In principle, computer-based systems include both enterprise cyber sys-
tems and the cyber subsystems of cyber-physical systems, meaning that STRAM can be equally
applied to these broad settings. The interactions of those factors and their effect are critical to the
overall system conditions measured by quality-of-service (QoS) (Avizienis et al. 2004). We describe
the components of a system as the scope of a computing system in Figure 1. The QoS of a system
is affected by threats against the system, including errors, faults attacks, and failures, which are
elaborated below.
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Fig. 2. Relationships between service, threats, vulnerability, and recovery of a system.

3.2 Threats

Threat against a system refers to anything that can or may bring harmful effects to the state of the
system and lead to improper service states (e.g., erroneous behavior, unavailable service, and/or
system shutdown due to a critical failure). In cybersecurity, threats are considered to derive from
systemic threats as well as to arise from internal agents. The systemic threats are to breach cy-
berspace safety by creating unintended dangerous situations that introduce unpredictability to
computers and information systems (Hundley and Anderson 1995). Those threats include irrepara-
ble failures of software and hardware digital technology and/or programming, or that are caused
cause by “an inherent ontological insecurity within computer systems” (Edwards 1996; Denning
1999).

As highlighted in Figure 2, Avizienis et al. (2004) classify threats assuming that an active fault

introduces incorrect service, producing system error(s). If the error is not detected and treated with
a proper response, it will cause a system failure. Thus any vulnerability leading to a fault or error
can be considered a threat. A vulnerability may come from a system design defect in the process
of developing or maintaining the system as well as from malicious activities by either inside or
outside attackers (e.g., misconduct of users or system operators). That is, a vulnerability may stem
from either unintentional or intentional misconduct. If not properly handled by either detecting or
preventing it, the vulnerability leads to a fault, and an active fault can trigger an incorrect service. If
the incorrect service is not fixed, an error is generated. If the error is critical but not fixed, it causes
a system failure (Avizienis et al. 2004). Thus, a threat includes anything that can or potentially can
cause harm to the system and result in system failure.

Typically security analysis must be conducted with respect to a clearly defined threat model
which includes assumptions in terms of system failure conditions, properties of hardware and
software, and the behaviors of users, attackers, and defenders. For static threats (e.g., potential
threat due to inherent system vulnerability such as weak cryptographic techniques), analyzing the
security of building blocks such as cryptographic mechanisms is sufficient. However, for dynamic
threats (e.g., potential threat due to changing environment or dynamic system conditions such
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Table 1. Definitions of Security, Trust, Resilience, and Agility in Various Disciplines

Key submetrics Definitions Source

Security Making all aspects of a computing system, including
both physical and cyber systems, free from danger or
threats by preserving availability, integrity, and
confidentiality

(Pfleeger 2006)

Trust Subjective belief that a trustee will behave as a
trustor expected when taking risk under uncertainty
based on the cognitive assessment of past
interactions with the trustee

(Cho et al. 2011,
2016b)

Resilience Ability to withstand system degradation by reducing
the duration and magnitude of disruptions and by
recovering a normal, functional system state
persistently within acceptable delay and cost

(Haimes 2009b)

Agility Ability to deal with unexpected changes or situations
(e.g., attacks or errors) while still providing rapid,
accurate, proactive, and efficient services

(Alberts 2007;
Conboy 2009)

as vulnerability introduced by software installation), security analysis is not trivial because if the
attack strength changes, the corresponding defense and the level of system security will be affected
accordingly. Under the dynamic threat model that considers the changing status of the key factors
of systems and attack-defense interactions, resilience and agility metrics should capture the time-
varying quality of a system.

3.3 Key Attributes of Trustworthiness

STRAM considers attributes of system trustworthiness in terms of security, trust, resilience, and
agility metrics. In this section, we discuss those attributes as submetrics of the STRAM framework
proposed by this research. We discuss various definitions of trustworthiness and their relationship
to STRAM. Table 1 summarizes the definitions of security, trust, resilience, and agility based on
the literature.

As reviewed in Section 2.1.4, security and dependability have been considered as key system
metrics. However, the metrics defined in the literature do not address the multidimensional qual-
ity of a system. For example, the existing security or dependability metrics do not consider any
subjective judgments provided by human system/security analysts or users while the trust metric
is capable of capturing human- perceived, subjective opinions. Moreover, the existing metrics do
not explore attributes such as agility, which captures the high dynamics in multigenre domains
and many systems dealing with a mixture of information, communication, and/or social-cognitive
technologies.

We introduce the concept of “trustworthiness” in order to indicate a comprehensive, holistic
aspect of system quality. The concept of trustworthiness has been used to indicate a good state of
quality in describing information, an entity, and/or a system. In social psychology, trustworthiness
is also used as a cue to determine whether a person is cooperative or not (Deutsch 1960), represent-
ing the “ability, benevolence, and integrity” of a trustee (Colquitt et al. 2007). In philosophy, trust-
worthiness is defined as indicating the excellence of a person’s character (Ivanhoe 1998). Although
in social sciences the concept of trustworthiness has been used to describe a person’s character-
istics mainly in terms of integrity, it has been also used to indicate the quality of a high-assured
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information or system in engineering or information technology domains. Fogg et al. (2001) used
the term “trustworthiness” to describe the key element of information credibility, such as “well-
intended, truthful, and unbiased,” in terms of the perceived goodness or morality of the source in
the context of evaluating the credibility of websites on the Internet. More broadly, in networked
information systems (NIS), trustworthiness refers to a system state that shows the assurance of
performing its required functionalities in the presence of environmental disruptions caused by
either natural or human-made errors, hostile attacks caused by either inside or outside attackers,
and/or system errors caused by hardware and/or software flaws. Ensuring the trustworthiness of
the system is more than “assembling components that are themselves trustworthy” (Schneider
1999).

Avizienis et al. (2004) define “dependability” as the same concept as trustworthiness, assur-
ance, high confidence, or survivability. However, they should be distinguished clearly because
the aim of the metric is different. In this article, we use the terms “quality” and “trustworthiness”
of computer-based systems interchangeably. In addition, although the term “trustworthiness” is
often interchangeably used with “trust,” trustworthiness is distinguished from trust. That is, trust-
worthiness refers to an objective aspect of trust based on evidences or observations, whereas trust
includes subjective aspects of a cognitive entity’s opinion, such as that of a human (Cho 2015). In
this work, we use the notion of trustworthiness to represent an overall system quality indicator
that should embrace the quality of services, operations, and/or functionalities in the levels of hard-
ware, software, network, human factors, and physical environments. That is, the trustworthiness
of a system should reflect the quality of performance and security while reflecting their static and
dynamic nature. Now we discuss the four attributes2 of trustworthiness: security, trust, resilience,
and agility.

3.3.1 Security. Security is defined as ensuring “the confidentiality, integrity, and availability of
systems, networks, and data through the planning, analysis, development, implementation, main-
tenance, and enhancement of information systems security programs, policies, procedures, and
tools” (Practical Software and Systems Measurement 2006). In computer science or telecommuni-
cations/networking domains, the widely accepted key security goals include confidentiality, avail-
ability, integrity, nonrepudiation, and authentication. Avizienis et al. (2004) define security as part
of dependability, including security and maintainability in which security encompasses confiden-
tiality, integrity, availability, reliability, and safety.

In this work, we consider integrity, confidentiality, and availability to define security. Unlike the
categorization by Avizienis et al. (2004), we include reliability and safety under trust. The security
ontology with these three subattributes is described in Section 5.2.

3.3.2 Trust. The definitions of trust have been discussed by various domains of disciplines in
which each discipline defines trust differently (Cho et al. 2011, 2016b). Based on the commonality
of trust properties, trust is defined as the willingness to take risk based on a subjective belief
considering uncertainty and risk as part of the decision-making process (Cho et al. 2016b). Trust
is often defined in our everyday life by a situation in which a trustor trusts a trustee by accepting
any vulnerability which is part of the trustee. Similarly, trust between systems is defined as the
accepted dependence where system A’s dependability relies on system B’s dependability (Avizienis
et al. 2004).

2In this article, we use metric to mean a goal to achieve. An attribute is used to indicate a submetric or ‘objective to achieve

an upper level metric or goal. For example, while security can be called a metric, confidentiality, integrity, and availability

are called attributes to achieve security. Although trust, resilience, and agility can be called metrics (or submetrics), they

can also be called attributes to measure trustworthiness.
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We define trust with three subattributes including reliability, predictability, and safety. The trust
ontology with these three attributes is discussed in Section 5.3.

3.3.3 Resilience. Resilience is often defined in ecology to describe a system state that is able to
deal with fluctuations in an ecosystem (Holling 1973a). Holling (1973a) defines resilience as the
ability to maintain persistence of a system variable state by absorbing changes to the system vari-
ables. Holling also distinguishes resilience from stability in that stability is the capability to return
a system to equilibrium after temporary fluctuations. Pimm (1984) also clarifies the distinction be-
tween resilience and stability in that resilience concerns the speed of recovery while stability does
not.

The concept of resilience in the context of systems is defined by “the ability of the system to
withstand a major disruption within acceptable degradation parameters and to recover within an
acceptable time and composite costs and risks” (Haimes 2009b). Resilience has also been consid-
ered as a synonym for fault-tolerance, which can be a means for achieving system security and
dependability (Avizienis et al. 2004).

The concept of resilience in the context of engineering systems (Park et al. 2013; Zolli and Healy
2012) appears to be inherited from the concept of resilience in ecology (Holling 1973a, 1973b).
While it is intuitive to define resilience in engineering systems as the ability of a system to adapt
to disruptions (Haimes 2009a; Madni and Jackson 2009; Woods and Hollnagel 2006), definitions
vary in different domains. In infrastructure systems, resilience refers to the capability to reduce
the duration and magnitude of disruptions. A system’s resilience affects its capability in predicting,
absorbing, and adapting to disruptions and its recoverability (Brown et al. 2006).

Resilience has also been defined in social sciences. In economics, resilience means the capability
of enterprises and communities to adapt to market shocks and to mitigate economic losses in both
micro and macro markets (Perrings 2006). In sociology, resilience indicates the capability of com-
munities to withstand stresses caused by social, political, and economic disruptions (Adger 2000).
In organizational behavior, resilience is the capability of organizations to identify risks and deal
with perturbations related to their competencies (Woods and Hollnagel 2006). In addition, national
policy-makers use resilience to represent preparedness or adaptability of national conditions for
rapid recovery from social, economic, or political disruptions (Department of Homeland Security
2015). The high awareness of national leaders of the resilience of a system, society, or national sit-
uation implies the criticality of dynamic, adaptive responses to any disruptions made to a current
system, rather than only the static properties of the system (Haimes 2009a; Madni and Jackson
2009).

Based on these various definitions of resilience, we choose three key subattributes of resilience
in STRAM, which are recoverability, fault-tolerance, and adaptability. We describe the resilience
ontology in Section 5.4.

3.3.4 Agility. Agility is defined as “the ability of an entity to be effective in the face of a dynamic
situation, unexpected circumstances, or sustaining damage” by emphasizing “the synergistic com-
bination of robustness, resilience, responsiveness, flexibility, innovation, and adaptation” (Alberts
2007). Agility also means the continual readiness of an entity to respond rapidly, accurately, proac-
tively, and economically while continuing to provide high QoS (Conboy 2009). An agile system is
highly proactive, responsive, and quickly recoverable to sudden threats or errors introduced into
the system.

In military contexts, agility is treated as “the capability to successfully cope with changes to
circumstances” (Alberts 2011). Alberts discusses the concept of agility quotient (AQ) and identi-
fies six enablers of agility (Alberts 2011): responsiveness (e.g., service response time under time
pressure), versatility (e.g., an entity with multiple functionalities), flexibility (e.g., accomplishing a
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task in multiple ways), resilience (e.g., recovering from degradation or damage), adaptiveness (e.g.,
adapting to a dynamic environment for survival), and innovativeness (e.g., novel response meth-
ods upon sudden changes or under attack). The intuition is that AQ could be tested and measured
similarly to IQ, but the precise definition of AQ was not given. Since resilience can be an enabler
of agility, agility is not orthogonal to resilience.

In the context of cybersecurity, agility is examined as “any reasoned modification to a system
or environment in response to a functional, performance, or security need” (McDaniel et al. 2014).
For example, as an intrusion prevention technique, Moving Target Defense (MTD) mechanisms
are maneuvers to enhance security in a given environment. The major challenge in using MTD
as a maneuver is associated with three factors: cost, secrecy, and side effect. Recently it has been
debated whether to include agility as a key required metric (Alberts 2011). In this work, we decide
to include agility as one of the key metrics to represent the quality of a system in order to capture
the dynamic nature of cybersecurity in trustworthy systems. Although we consider resilience and
agility as separate metrics, they are similar particularly in terms of adaptability to maintain system
availability and reliability in the face of sudden changes or attack. In this work, we consider re-
silience to focus more on measuring strength against threats while agility captures the speed and
cost of adaptability to sudden changes or dynamics. We describe the agility ontology with the three
key attributes, timeliness, usability, and efficiency (i.e., complexity or service cost), in Section 5.5.

Table 2 summarizes the key attributes of trustworthiness in terms of security, trust, resilience,
and agility based on the literature and the dictionary definitions of each attribute (Al-Kuwaiti
et al. 2008; Alberts 2007; Avizienis et al. 2004; Cho 2015; Cholda et al. 2009; Conboy 2009; Dekker
2006; Haimes 2009b; Nicol et al. 2004). In Table 2, availability and robustness are shown as common
attributes of the submetrics of security, trust, resilience, and agility. Security can also be an integral
part of trust.

In the proposed STRAM ontology, we consider safety as one of the trust attributes, where safety
consists of cybersecurity and physical security. Cybersecurity refers to security in STRAM. Re-

silience is often considered the same as recoverability or maintenability (including fault-tolerance).
Some dimensions of agility are different from those of trust and resilience because agility fo-
cuses on measuring how quickly and adaptively a system responds to and functions under sud-
den changes or attacks, thus requiring a learning capability under high dynamics. Agility and
resilience have many common attributes, as described in Table 2. Figure 3 shows the four sub-
metrics of STRAM with each submetric consisting of three key attributes. We chose the three key
attributes under each submetric because they are regarded as the most critical aspects to fully
cover the measurement of each submetric based on our literature review and insights obtained
from it. We believe this can provide a good starting point to define each submetric. Although we
will show each submetric’s ontology in the following section, Figure 3 provides a “big picture”
viewof each submetric ontology in terms of what attributes are mainly considered for each sub-
metric. The interdependencies between attributes under each key submetric are described in the
proposed STRAM ontology, as shown in Figure 1 of the appendix.

4 EXISTING METRIC ONTOLOGIES

An ontology is “a formal specification of a shared conceptualization” (Borst 1997). Guarino (1998))
elaborates the term “conceptualization” as “a language-independent view of the world, a set of con-
ceptual relations defined on a domain space.” An ontology can be seen as a language-dependent
cognitive artifact committed to a certain conceptualization of the world (Guarino 1998). There-
fore, an ontology indicates a set of representational primitives to model a domain of knowledge or
discourse. The representational primitives include concepts, attributes of concepts, and relation-
ships between concepts. When ontologies are expressed within a logical framework, we talk about
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Table 2. Key Attributes in the STRAM Trustworthiness Metric Framework, Including Security

(Avizienis et al. 2004; Nicol et al. 2004; Pendleton et al. 2016), Trust (Al-Kuwaiti et al. 2008; Avizienis et al.

2004; Cho 2015; Nicol et al. 2004), Resilience (Cholda et al. 2009; Haimes 2009b), and Agility (Alberts 2007;

Conboy 2009; Dekker 2006)

Key metric
attributes Definition Equivalent or subattributes S T R A

Reliability The state of being reliable by providing
same results for what is needed on
repeated requests

Predictability; competence;
consistency; stability; certainty;
fault-forecasting; high-confidence;
assurance; survivability

� � �

Availability The state of being present or ready for
use

Readiness � � � �

Safety The state of not being harmful or
dangerous

Security, protection � � �

Confidentiality The state of being secret or private Secrecy, privacy � �
Integrity The state of being honest, fair, sound,

complete, or whole
Accuracy; credibility; correctness � �

Robustness The state of being strong and healthy Fault-tolerance; performability;
accountability; authenticity;
nonrepudiability

� � � �

Maintainability The state of keeping in good condition
by fixing problems or repairing

Recoverability; retainability;
correctability; self-healing;
self-repair

�

Adaptability The state of being able to change to
work or fit better

Autonomy; learning; extensibility;
reconfigurability

� �

Usability The state of being used for convenient
or practical use;

Automatability; flexibility;
learnability; satisfaction;
compatibility; reusability;
complexity

� �

Timeliness The state of being at the right time Quickness; decisiveness �
Efficiency The state of being capable of

generating what is needed without
wasting resources (e.g., materials, time,
or energy)

Leanness; simplicity; scalability �

Reactiveness The state of being readily responsive
to a stimulus

Readiness; fault-removal � �

Proactiveness The state of being active to prepare for
future problems, needs, or changes

Preparedness; fault-prevention �

“formal ontologies”; when formal ontologies are encoded in a machine-readable language, such as
the W3C Web Ontology Language (OWL), they become computational ontologies (Guarino 1998).

There have been efforts made to develop metric ontologies. Paul et al. (2008) develop an
ontology-based assessment framework of trustworthiness including dependability and other at-
tributes. The framework provides automated assessment of trustworthiness for individual system
entities and integrates them into an overall integrated system.

The proposed STRAM framework considers the four key attributes needed to measure the trust-
worthiness of a computer-based system using the ontology methodology. In this section, we give
a brief overview of existing ontologies for each attribute considered in STRAM.

4.1 Security Ontologies

Nowadays we have a significant amount of security terms, but much of the current terminology is
too vague and meanings often overlap with each other. Clear ontologies of security terminologies
are sorely needed. Donner (2003) defines an ontology as “a set of descriptions of the most important
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Fig. 3. STRAM ontology with the four submetrics of security, trust, resilience, and agility, under each of

which we list three key subattributes.

concepts and the relationships among them.” An ontology is critical to understanding security-
related issues and to communicating between security experts or students/researchers in this
field.

Kim et al. (2005) develop a security ontology to annotate resources, aiming to discover resources
that meet security requirements. The proposed ontology is defined based on the functional aspects
of resources such as mechanisms, protocols, objectives, algorithms, and credentials at different
levels of granuality. Tsoumas and Gritzalis (2006) use an ontology to build a security manage-
ment framework for information systems. The proposed security management ontology provides
reusable security knowledge interoperability (i.e., shared meaning of reusable security knowledge),
aggregation, and reasoning for security knowledge management.

Parkin et al. (2009) incorporate human behavioral aspects into an information security ontology.
The proposed ontology aims to comply with external standards (i.e., ISO27000) while taking into
consideration an individuals’ security-related behaviors within an organization, such as password
creation. This work is novel in its inclusion of human factors while existing works only focus on
system security and organization policy. Blanco et al. (2011) conduct a comprehensive survey on
security ontology proposals to identify the key security requirements to be considered in building
an integrated and unified security ontology. The key security concepts discovered from the survey
include reliability, security protocol, security mechanism, security policy, security risk, security
measurement, and security attacks.

The existing security ontologies just discussed are not used for security metrics. Pendleton et al.
(2016) introduce the first systematic security metrics with an associated ontology based on the
notion of attack-defense interactions (Xu 2014a). The ontology leads to four classes of security
metrics: vulnerability metrics, attack metrics, defense metrics, and situation metrics. Each class
of metrics formulates a submetric ontology. Our research goes beyond Pendleton, Garcia-Lebron,
Cho, and Xu (2016) by presenting an overarching ontology including the four submetrics of trust-
worthiness (i.e., security, trust, resilience, and agility). Moreover, the security metrics ontology is
based on the classic view of confidentiality, integrity, and availability, which is orthogonal to the
view of attack-defense interactions adopted in Pendleton et al. (2016).
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4.2 Trust Ontologies

Ontology-based definitions and models of trust have been studied in various domains (Viljanen
2005). Chang et al. (2007) propose generic trust ontologies comprising three components for
service-oriented network environments: agent trust, service trust, and product trust. Dokoohaki
and Matskin (2007) propose a trust ontology to reduce the semantics of a trust network structure
for social institutions and ecosystems on a semantic web. Blasch (2014) discusses many sources
to derive trust in a system with six general areas, including user, hardware, software, network,
machines, and the application. He maps trust associated with each area to specific attributes to
define the trust ontology. Golbeck and Parsia (2006) present an ontology-based approach to inte-
grate semantic web-based trust networks with provenance information to evaluate and filter a set
of assertions. Squicciarini et al. (2006) design a reference ontology to develop privacy-preserving
trust negotiation systems that allow the secure exchange of protected resources and services
by subjects in various security domains. Taherian et al. (2008) enhance the extensibility of the
ontology-based trust model encompassing features of pervasive computing contexts.

Differing from the existing trust ontologies just mentioned (Chang et al. 2007; Dokoohaki and
Matskin 2007; Squicciarini et al. 2006; Taherian et al. 2008; Viljanen 2005), which focus on trust in a
specific system context, this work proposes a system-level trust metric as part of the representation
of the trustworthiness of a system.

4.3 Resilience Ontologies

Vlacheas et al. (2011) develop a resilience ontology with several subontologies, including a domain
ontology, a threat ontology, a threat agent ontology, a means ontology, and a metrics ontology. The
metrics ontology, which adopts the security and dependability metrics presented in Avizienis et al.
(2004), represents the relationship between metrics and resilience in a sense that certain metrics
can represent system resilience in part (e.g., availability, reliability, and maintenability). The Euro-
pean Network and Information Security Agency (ENISA 2011) also defines a resilience ontology
based on associated domains in terms of metrics, threats, means, threat agents, and domain. How-
ever, existing ontologies do not address the attributes of resilience to develop a resilience metric.

4.4 Agility Ontologies

Agility is a new and critical attribute of a system (Alberts 2014; McDaniel et al. 2014). Agility has
been studied in the enterprise system domain to describe the ability to deal with sudden changes in
situations. Kidd (1994) defines agility as a quick and proactive response in adapting to unexpected
changes in an enterprise system. Yusuf et al. (1999) emphasize the use of reconfigurable resources
to achieve speed, flexibility, innovation, and quality services. Sherehiy et al. (2007) point out that
the key aspects of agility include speed, flexibility, and effective response to uncertainty and sudden
changes.

Agility metric ontology research has not been explored in the literature. Very recently, Salo
et al. (2016) created an agility ontology and an application to measure the degree of agility in an
organization based on different characteristics. Our STRAM metric framework includes agility as
one of the key dimensions representing trustworthiness and, correspondingly, an agility ontology
is a submetric of STRAM.

5 ONTOLOGY-BASED STRAM AND MEASUREMENTS

In this section, we discuss the overall hierarchical structure of the proposed metric ontology of
STRAM and elaborate on the subattributes for each metric within the metric ontology.
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Fig. 4. A metrics-measurement ontology.

5.1 Hierarchical Structure of the Metric Ontology

Figure 4 describes the high-level ontology of trustworthiness metrics and measurements based on
two types of relations: “is a” and “measure.” As discussed earlier, trust, security, resilience, or agility
“is a” trustworthiness metric. Each of the two methods of measurements described in Section 2.2.2
is a measurement method. Component analysis (e.g., proving the security of a cryptographic prim-
itive) or holistic analysis (i.e., analyzing the security in terms of system-level perspectives. where a
system consists of multiple components) belongs to the theoretical analysis as the “modeling and
analysis-based measurement method.”

Red teaming (i.e., defenders do not adjust their defense during the course of red-team attacks)
or red-blue teaming (i.e., defenders adjust their defense during the course of red-team attacks) is
an experimental analysis as the “experiment-based measurement method.”

Component analysis, holistic analysis, red teaming, and red-blue teaming are the concrete meth-
ods to “measure” the trustworthiness of a system in terms of trust, security, resilience, and agility
from various angles of system quality. For example, component analysis, holistic analysis, and red
teaming are often used to “measure” the trust metric (more specifically, the metrics belonging to
the trust submetric), while red-blue teaming would not be applicable because the trust assump-
tions are rarely changed during the course of red team analysis. On the other hand, holistic analysis
would be applicable to all four kinds of metrics. Recently, some studies have taken a holistic anal-
ysis approach such as the cybersecurity dynamics framework (Xu 2014b). In Sections 5.2–5.5, we
describe the ontologies for submetrics considered in STRAM.

5.2 Security Metric Ontology

Aligned with widely used security goals, we propose a security ontology considering the three
key security goals of availability, integrity, and confidentiality. We consider nonrepudiation and
authentication as subattributes of confidentiality because they are often associated with access
control where some secret information is made available to an authorized user in question.

5.2.1 Availability. Availability refers to a system state in which the fully required functionali-
ties are provided without failure or a recovery process. High system availability refers to a long
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system up-time with high recoverability capability in the presence of failure (ReliaSoft Corporation
2003). On the other hand, reliability refers to a system state providing fully required functionali-
ties without any interruptions (e.g., failure) but without a recovery process (ReliaSoft Corporation
2003).

—Data availability refers to a system state that can provide data requested by a user regard-
less of its correctness. The correctness of the data is related to data integrity, which will
be discussed later. This can be measured by the probability that a requested data item is
available at time t .

—Service availability means a system state that can provide normal, proper services based on
the requested specifics. This can be measured by a probability that a system is available and
provides a requested service at time t .

For both data and service availability, the impact of the loss of availability can be estimated based
on the consequence of a security breach (i.e., risk) or performance degradation (e.g., unavailable
service due to denial-of-service attacks). Well-known availability metrics are Mean Time To Failure
(MTTF), Mean Time Between Failure (MTBF), and Mean Time To Repair (MTTR); some of these
concepts will be elaborated when we discuss the trust metric ontology. Measuring system up-time
in the presence of attacks is closely related to measuring system resilience. Thus, we discuss MTTF,
MTBF, and MTTF under Section 5.4 when discussing recoverability. Note that when repair is not
available (i.e., non-repairable systems), MTTF is used to measure system reliability. On the other
hand, when repair is possible (i.e., repairable systems), MTBF means system availability.

5.2.2 Integrity. Based on the traditional concept of integrity as one of the security goals, in-
tegrity is mainly concerned with data integrity. In this work, we extend the concept of integrity
one step further and embrace both service integrity and data integrity.

—Service integrity is the extent to which a system is providing the correct service. Thus, ser-
vice integrity is closely related to the degree of software vulnerability or trustworthiness,
which can be captured by the following example metrics:
—Degree of service vulnerabilities measures any known or unknown vulnerabilities that

can be exploited by attackers aiming to compromise system components or services.
These vulnerabilities can significantly affect QoS(i.e., software, hardware, or network)
and can disrupt a system’s operations. A well-known vulnerability scoring system, the
Common Vulnerability Scoring System (CVSS) (The Forum of Incident Response and
Security Teams 2015), uses various metrics to measure system vulnerabilities as an attack
vector (i.e., vulnerabilities exploitable by attackers in terms of accessibility or complexity),
attack complexity (i.e., the effort an attacker has to make to exploit a vulnerability), re-
quired privilege (i.e., the privilege needed to exploit a vulnerability), and user interaction
(e.g., how much legitimate user’s cooperation is needed for successful exploitation). In ad-
dition, even if software is free from any vulnerabilities, its runtime integrity may be com-
promised by code reuse or return-oriented programming attacks (Schuster et al. 2015).

— Impact of vulnerability exploitation refers to consequences in terms of service integrity
when a known or unknown vulnerability is exploited by an attacker. Risk is often
used to indicate the likelihood that a vulnerability is exploited by an attacker. Impact
is one of the key factors to assess risk, where risk is often estimated based on a func-
tion f (vulnerability, threats, consequence ) (i.e., Probability Risk Analysis (PRA) (Jensen
2002), discussed in Section 6.2), although this risk calculation remains arguable (Brooks
2003). The example metrics to measure the impact of vulnerability exploitation can be (1)
the number of attack incidents and (2) the damage caused by the attack.
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—Data integrity ensures the integrity of given data measured by the probability that the data
are kept intact at time t without being altered, corrupted, or destroyed by any system or
user errors, including hardware or software errors, malicious parties, or unintentional user
mistakes. Data integrity can consist of preserving the following attributes:
—Correctness ensures whether the data are kept intact without being modified, forged, cor-

rupted, or destroyed by a third party. Data correctness is often ensured by cryptographic
keys together with some message integrity mechanisms (e.g., message authentication
code or digitial signatures), data replication (or mirroring), or Redundant Array of In-
dependent or Inexpensive Disks (RAID) parity (Sivathanu et al. 2005). The effectiveness
of these mechanisms can be used as a metric to measure data correctness in terms of a
correctness detection ratio or the impact of loss of data correctness. Note that even if
some data are missing (i.e., incomplete data), the remaining data can be checked for their
correctness.

—Completeness means that all data required should be available in a stable state (Pipino
et al. 2002). This can be measured by the amount of missing information and its impact.
Note that even if we obtained complete data with all required information (e.g., required
information in a certain form such as name, phone number, address), the data may not
be correct. Hence, correctness and completeness of data should be evaluated separately.

—Validity ensures data correctness in terms of logical reasonableness, which checks data
type, range or constraint, code and cross-reference, or data structure (Pipino et al. 2002).
This can be measured by the amount of invalid information and its impact.

—System integrity is used to indicate the ability to maintain system operations without in-
terruptions caused by compromised system components including hardware, software, and
user:
—Hardware integrity can be estimated by various types of software to check memory, CPU,

or file systems (Wang et al. 2010). Thus, the integrity of the hardware-checking software
is also critical to receiving correct information for the status of hardware integrity.

—Software integrity can be verified by various types of software integrity verification tools
that can ensure a software’s code integrity, correctness, coverage, complexity, or excep-
tion handling (Adrion et al. 1982).

—User integrity can be measured by the degree of malicious activities a user shows while us-
ing a system. User integrity also belongs to the user reliability metric, which is discussed
under reliability in the trust ontology metric in Section 5.3.

5.2.3 Confidentiality. Confidentiality means that certain information should be available only
to authorized parties. Confidentiality can be measured by the following.

Preservation of Confidentiality. This measures how often, and to what extent, confidentiality is
violated in terms of time and degree (e.g., criticality). Example metrics may include the following:

—Secrecy violation can be captured by (1) the time elapsed after a private key is compromised
in Public Key Infrastructure (Guan et al. 2015; Harrison and Xu 2007; Xu and Yung 2009)
or (2) the time elapsed without changing a symmetric key upon any membership changes,
thus violating backward or forward secrecy (Xu 2007).

—Privacy violation refers to a situation where private information is leaked out to unautho-
rized parties or without an owner’s consent. Social engineering attacks are often culprits of
intruding privacy (e.g., phishing attacks). This can be captured by the number of messages
leaked out to unauthorized parties or social adversarial users exploiting private information
for their own purposes (Cho et al. 2016a).
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Fig. 5. Security metric ontology.

—Access right violation measures how often and to what extent the user violates a given access
right when a user is authorized to access system resources.

Authentication. The purpose of authentication is to secure a system by ensuring accessibility
based on a certain security process. This can be measured by (1) the strength of a user’s authen-
tication mechanisms (e.g., weak passwords, stolen passwords, or compromised keys) and (2) the
impact of the compromised passwords or cryptographic keys.

Non-repudiation. Non-repudiation ensures the authenticity of an identity or a signature by prov-
ing the integrity of the source of information. It can be measured by the impact of breaking non-
repudiation assurance by exploiting compromised defense mechanisms (e.g., compromised private
key) (Dai et al. 2012; Xu and Yung 2009). This can be estimated based on a probability that non-
repudiation is not properly serviced at time t due to identity attacks (e.g., fake identity attacks).

An interesting interplay exists between data integrity, availability, and confidentiality. Data in-
tegrity can adversely affect data availability because deletion of given data makes them unavailable
at time t . In addition, when a key is compromised, the confidentiality of information cannot be as-
sured if a third party uses such keys to access authorized information.

We summarize the attributes of the security metric ontology in Figure 5. In Figure 5, a → b rep-
resents that b is an attribute of a, implying that a is measured by the attribute of b. For example,
confidentiality, availability, and integrity are the attributes of security and can measure security,
while data availability and service availability are also sub-subattributes of a subattribute of se-
curity, which is availability, and can measure availability. A thick arrow represents a higher layer
of relationships between a submetric and its attributes in the hierarchical ontology. This notation
will be used also for remaining ontologies for each submetric shown in Figures 6–9.

5.3 Trust Metric Ontology

As addressed in Section 3.3, trust has been defined differently by various domains, each with a
different emphasis on concepts (Cho et al. 2011, 2016b). As our target entity to measure trust in
a computing system, we choose three main attributes as submetrics to measure trust: reliability,
predictability, and safety.

5.3.1 Reliability. As mentioned in Section 5.2, Security Metric Ontology, reliability is a system
state that can provide fully required functionalities without any failure. Thus, if maintainability
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Fig. 6. Trust metric ontology.

(e.g., recoverability as a resilience metric) is high, reliability can increase but availability stays
constant (ReliaSoft Corporation 2003). We categorize system reliability in terms of the following
three types of reliability: data reliability, service reliability, and user reliability.

Data Reliability. Data reliability embraces all attributes of data integrity discussed in Section 5.2,
which include correctness, completeness, and validity. As additional attributes, we consider con-
sistency, freshness, and source credibility to measure data reliability.

—Consistency can be checked in the process of monitoring whether data are consistent in
structure, space, and time. In a database, data should be stored in a consistent structure
and with backups maintained at regular time intervals (Haerder and Reuter 1983). This can
be captured by (1) delay incurred to synchronize the views in multiple locations from a
previous update to the latest update and (2) data format entered to maintain the consistent
format.

—Freshness refers to how recently data are updated from the current time (Wang et al. 2013).
This can be estimated based on the elapsed time from the recorded (i.e., updated) time to
the current time.

—Source credibility ensures the trustworthiness of an information source in order to evaluate
the credibility of the information itself. Provenance information is often used to check if
information is trustworthy or not based on the assumed interdependency between quality of
information and quality of the information source (Cho and Chen 2016; Xu et al. 2010). Many
peer-to-peer trust estimation models have been used to ensure source credibility based on
provenance data (Cho and Chen 2016; Cho et al. 2016b; Wang et al. 2013; Xu et al. 2010).

Service Reliability. Service reliability refers to whether a system is providing proper services
without interruptions. We consider service reliability in terms of the services or proper operations
provided by hardware, software, and networks. Typical metrics that measure service reliability
are:

—Reliable service provision time is the time period of providing proper services without inter-
ruptions. MTTF is often used as a reliability metric in terms of the period a system properly
functions until time t without experiencing any failures. MTTF is also mentioned as a ro-
bustness metric under the resilience metric ontology in Section 5.4.
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—Frequency of service failure counts the number of cases when a requested service is not
provided to the desired quality.

—Service response time measures how quickly a requested service is provided. This is affected
by hardware capacity, algorithmic complexity in software, or network delay.

User Reliability. User reliability measures how reliably a user, an analyst, or a system operator
uses a system and can be measured by:

—Expertise is related to how much experience or domain knowledge a human user has.
—Judgment capability is related to a human user’s cognitive ability to understand a situation,

learn and be adaptive to changes, or detect errors.
— Integrity is related to a human user’s intention, whether malign or benign. The user may

fail a system by mistakes or can intentionally fail the system through malicious intention
(e.g., inside or outside attackers).

5.3.2 Predictability. High predictability of the trustee’s future behavior implies high trust in
successful performance of a given task by the trustee. Thus, high predictability means high cer-
tainty of the trustee’s decision or behavior. The degree of certainty is affected by a lack of infor-
mation or knowledge, vagueness of information, or ambiguity of information. The degree of the
cause can be measured by the following metrics:

— Information availability can be computed based on the amount of relevant evidence avail-
able.

— Information inference capability refers to the ability of a used inference tool in terms of how
well errors are detected and, accordingly, correct decisions are made with the used tool.

— Information vagueness measures how distinctively the evidence is classified into a certain
category to make a decision. The distance (or similarity) between evidence can be used as
a metric to measure the degree of information vagueness.

— Information ambiguity captures the amount of conflicting evidence which hinders a timely
decision.

These metrics are related to each other. The information availability metric measures the amount
of evidence available, regardless of the quality. Information vagueness and information ambiguity
are different in that the presence of vagueness does not necessarily mean the presence of ambiguity,
and vice versa.

5.3.3 Safety. Some studies claim that system safety aims to make a system free from hazards
which can be caused by unintentional design flaws or other malfunctions (Burns et al. 1992). Sys-
tem design flaws or malfunctions can also be viewed as system vulnerabilities that can potentially
be exploited by attackers. Based on a recent study (Bahr 2014), preserving safety is a must for
risk analysis. As discussed previously in Section 3.2, threats may stem from either unintentional
mistakes or intentional malicious activities. In that sense, we define safety as the absence of risk
or threats, which can be defined by the following three attributes:

Cybersecurity (CS). Cybersecurity is measured by security metrics as described in Section 5.2.
This overlapping attribute is described in the STRAM ontology of Figure 1 in the appendix. CS is
closely related to physical security because physical destruction of a system brings loss of infor-
mation. However, information can also be easily stolen by various types of cyberattacks without
accessing physical assets (Weingart 2000).

Environmental Security (ES). Environmental security is the protection of the location where
a system resides by having security guards, badge readers, cameras, or access control policies
(Weingart 2000). However, as more layers of security policies or procedures are added to enhance

ACM Computing Surveys, Vol. 51, No. 6, Article 128. Publication date: February 2019.



128:24 J.-H. Cho et al.

environmental security, there may be performance degradation (e.g., long delays to obtain an ap-
proval).

Physical Security (PS). Physical security is concerned with protecting the physical computing
system by placing a barrier to deter unauthorized physical access (Weingart 2000). PS is comple-
mentary to ES along with logical security (LS). LS is used to safeguard software in a computing
system by providing user identification, authentication, or access control. In STRAM, LS refers to
cybersecurity which is a security metric described in Section 5.2.

The degree of cyber, environmental, and physical security can be measured by the following
metrics:

—Amount of vulnerabilities measures the frequency of vulnerabilities identified in a system.
—Degree of risk measures the likelihood that known or unknown vulnerabilities result in

errors by intentional malicious activities (i.e., internal or external attacks) or unintentional
mistakes.

— Impact of vulnerabilities measures the degree of negative consequences caused by exploited
or exposed vulnerabilities (e.g., stolen critical, confidential information). The impact of a
vulnerability is naturally linked to how critical the vulnerability is.

We summarize the attributes of the trust metric ontology in Figure 6.

5.4 Resilience Metric Ontology

Based on a comprehensive survey of the definitions of resilience as discussed in Section 3.3.3, we
define three classes of resilience metrics: fault-tolerance, recoverability, and adaptability.

5.4.1 Fault-Tolerance. Fault-tolerance refers to the degree that a system’s functional state can
provide proper services in the presence of threats including faults, errors, or attacks. Fault-
tolerance can be measured by two attributes.

Robustness. Robustness measures the degree of attacks that can be tolerated by a system in terms
of security or service degradation. Robustness can be captured by the following two attributes.

—System survivability refers to how long a system can operate by providing normal system
operations. In a system consisting of multiple components (e.g., multiple computer devices),
this can also represent how much the system can tolerate attacks or faults even without a
complete set of system components available. Multiple metrics have been measured based
on the following measurement:
—Mean Time To Failure (MTTF) (Cho 2015) measures the time until a system reaches a

failure state based on a number of functional entities in the system. In particular, MTTF
measures system survivability if a system is nonrepairable. Availability is the same as
system reliability (Rausand and Hoyland 2009).

—Percolation threshhold (Barabási 2016) represents the threshold of the fraction of nodes
that can be deleted without network failure because of redundant edges existing in the
network. This metric represents network robustness based on the size of a large con-
nected component (Schneider et al. 2011).

—Network interdependency (Havlin et al. 2010) is a measure of how interdependent system
components affect system failure, including the cascading effect caused by the interde-
pendency.

—Service reliability overlaps with the reliability subattribute of the trust metric ontology de-
scribed in Section 5.3. This interdependency is shown in Figure 1 of the appendix.

Diversity. This captures the degree of diversity in system components and security mechanisms
as follows.
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—Diversity of system components refers to the diversity of hardware and software. The diver-
sity of system components is vital because the catastrophic damage of many cyberattacks
is caused by the monolithic hardware and software stack. For example, when many devices
run the same operating system or application, a single vulnerability in the operating system
or application can result in them sharing vulnerabilities. Diversity of software or hardware
can be measured by:
—The number of versions of hardware or software components of the same function;
—Similarity between versions, measuring the degree of similarity between two versions of

the same hardware or software; and
—Diversity-enhanced security estimating security gained by using heterogeneous system

components.
—Diversity of security mechanisms refers to how diverse security mechanisms can be used

to defend against attackers. Diversity can be alternatively attained by MTD techniques to
change attack surfaces (Hong and Kim 2016; Han et al. 2014). Moreover, deception tech-
niques are also used to confuse or mislead attackers (Stech et al. 2016). The degree of using
diverse security mechanisms can be an indicator to measure part of system robustness.

—Redundancy of same functionalities increases reliability by having multiple implementations
of the same module (Dove 2005).

5.4.2 Adaptability. Adaptability refers to the ability of a system to change itself or its resources
in response to changed situations or environments in order to maintain normal operations by
providing normal services (Folke 2010; Walker et al. 2004).

Autonomy. Antsaklis et al. (1989) define autonomy in the context of autonomous control systems
which function well under high uncertainty for a long period of mission duration and tolerate any
failures (or attacks) without any intervention from outside. Zeigler (1990) defines the concept of
autonomy based on multidisciplinary perspectives derived from artificial intelligence, intelligent
control, simulation, and robotics with the following three capabilities: (1) capability to achieve
given objectives, (2) adaptability to key environmental changes, and (3) ability to develop its own
goals. Huang et al. (2004) also address the concept of autonomy in a broader sense, considering
the system’s ability to “perceive, plan, decide, and act” to attain given goals.

In this work, we are interested in how autonomously an individual entity can take actions or
make decisions based on its own cognitively perceived situation awareness in terms of risk and
utility in decision-making. System automation can also be an indicator by which to judge the
level of system autonomy (Woods 1996). We focus on the following three aspects of the system to
measure autonomy.

—Degree of local decisions can represent the degree of an entity’s decision-making based on
its own observations and rules to follow without relying on a centralized third party. Self-
determination or self-organization based on local observations can reflect the degree of
autonomy (Dove 2005);

—Degree of intelligent decisions refers to the degree of rational decision-making to preserve
system goals, such as maximizing effectiveness or efficiency; and

—Degree of automation refers to a high efficiency of decision-making without human inter-
vention.

Learnability. Learnability represents learning from dynamic situations in order to make adaptive
decisions for improved performance compared to past performance. In this work, we consider
learnability in terms of the following three aspects:
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—Learning defense strength can be measured based on the cost-effectiveness of defense mech-
anisms and can be learned based on the following:
—System vulnerable period can represent how a system is being protected by current defense

mechanisms;
—Defense effectiveness indicates the performance of defense mechanisms used in the system

(e.g., detection errors for Intrusion Detection Systems [IDS], robustness of encryption
mechanisms, or secrecy violations or amount of data leakage using key management
techniques);

—Number of uncompromised components indicates the level of system defense in terms of
how many components (e.g., nodes) operate properly by providing normal, functional
services; and

—Defense cost includes any cost associated with employing defense mechanisms in the sys-
tem, including defense mechanisms’ efficiency as well as the financial cost of deploying
defense mechanisms to maintain a certain level of system security.

—Learning attack patterns can be obtained in terms of the following attack behaviors:
—Attack tactics refer to an attacker’s methods for evading defense mechanisms;
—Attack intent indicates an attack’s ultimate goal based on connecting attack signatures

with attack narratives (Mireles et al. 2016);
—Attack types are a set of attacks available to attackers based on exploitable vulnerabilities;
—Attack cost includes time or resources that attackers need to invest to penetrate into and

disrupt a system;
—Attack resources refer to the amount of resources an attacker can utilize to perform attacks

(e.g., the size of botnets used by an attacker); and
—Attack power is the capability that an attacker can successfully launch an attack and attain

its goal by exploiting targeted vulnerabilities.
—Learning system vulnerabilities and risk beyond known vulnerabilities and exposed system

risk can be estimated based on identified unknown vulnerabilities exploited by attackers
and their impact.

Reconfigurability. We capture the degree of system reconfigurability based on the delay, accu-
racy, and flexibility associated with system reconfiguration as follows:

—Reconfiguration delay measures how long a system takes to reach a reconfigured state which
provides normal operations or services. This is a key metric to measure the degree of re-
configurability.

—Accuracy of reconfiguration estimates how reliably the system operates under the changed
configurations.

—Flexibility of reconfiguration measures whether multiple alternatives exist to reconfigure
the system under changes or attacks. An example can be attack mitigation by adjusting the
security policy, security architecture, or security/defense mechanisms to prevent or detect
attacks.
Elastic capacity, such as decreasing or increasing the level of resources, is also used to reflect
flexibility to enhance adaptability (Dove 2005).

5.4.3 Recoverability. We consider two classes of recoverability metrics including recovery delay

and recovery effectiveness. In Figure 7, we use two types of system thresholds to determine a system
degradation state (i.e., system degradation threshold a) and a system failure state (i.e., system
failure threshold b) caused by threats, including faults, errors, or attacks.
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Fig. 7. Measurements of resilience metric.

Recovery Delay. This refers to how long a system takes to reach a normal operation system state
from a disrupted system state. We discuss three types of recovery delay as follows:

—Mean Time To Full Recovery (MTTFR) captures the whole delay from the time a system starts
degrading from a perfect, normal operation state to the time the system recovers back to the
normal operation state. In Figure 7, the overall recovery time corresponds to the interval
[t1, t4].

—Mean Time Between Failures (MTBF) is measured by the system uptime between the system
failure states. Although Figure 7 shows only one time failure, MTBF can be estimated based
on the sum of intervals [t0, t2] and [t3, t4]. MTBF is calculated by:

MTBF =

∑
f ∈F (us,f − ds,f )

|F | , (2)

where ds is the start of the downtime,us is the start of the uptime, and F is the set of failures
for any failure f .

—Mean Time To Repair (MTTR) is a fundamental measure of maintainability of repairable
items. It is estimated by the average delay between the system failure state and the system’s
full recovery state, which can be computed from the interval [t2, t4] in Figure 7.

Recovery Effectiveness. This refers to how much a system has recovered back or close to the
normal operation state. Similar to recovery delay, we discuss recovery effectiveness based on two
system thresholds:

—Degree of recovery from system degradation indicates the degree of system recovery from the
system degradation state to the current recovered state and can be estimated by f (t ) − a,
where f (t ) refers to the current system state, as shown in Figure 7.
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Fig. 8. Resilience metric ontology.

—Degree of recovery from system failure refers to the degree of system recovery from the
system failure state to the current recovered state, computed by f (t ) − b as shown in
Figure 7.

—Resilience curve is a measure of the best achievable performance of a system in the worst-
case loss scenario as a function of the disruption “magnitude” (e.g., the number of compo-
nents that are lost at the same time) (Alderson et al. 2013).

Recovery Cost. This includes any costs related to the recovery process to reach a normal opera-
tion system state including the following:

— Intrusion response cost is the cost associated with actions taken to respond to detected in-
trusions such as rekeying cost, patching vulnerabilities, or cleaning infected entities;

—Replacement cost is the cost of replacing hardware or software, including financial cost, time,
or complexity;

—Physical storage repair is the cost to fix/replace destroyed physical infrastructure; and
—User training cost is the cost of users’ security training or system reconfiguration training

upon the occurrence of infected systems.

We summarize the attributes of the resilience metric ontology in Figure 8.

5.5 Agility Metric Ontology

In STRAM, agility is used as a metric to capture how fast, efficiently, and effectively a system can
adapt to unexpected changes or attacks. In this sense, we consider three attributes—timeliness,
usability, and efficiency—and discuss how they can be measured in the levels of decision-making
associated with agility process, policy, architecture, and mechanisms (or protocols) for a given
system.

5.5.1 Timeliness. In the systems engineering domain, agility refers to the response ability of a
system, including both reactive and proactive responses (Dove 2005). In this sense, we measure
timeliness of services or defense actions to represent agility. Two subattributes are considered:
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—Service availability is the same attribute under the availability described in the security
metric ontology (see Section 5.2); and

—Quickness refers to service response time, including both proactive and reactive responses,
and can be measured by:
—Detection time to trigger agility mode is the time that a system detected an unexpected

event.
—Decision time to trigger agility action(s) is a decision delay between the detection time and

the decision time for the agility process to be triggered or not.
—Overall agility quickness is the duration from the detection time to completing the agility

process. This metric overlaps a recoverability metric, MTTFR, discussed in Section 5.4.
For agility actions, a system may choose various types of system policy, architecture, or
mechanisms as an alternative solution to quickly deliver normal services under normal
system operations.

5.5.2 Usability. A well-known definition of usability is given by Nielsen (1993): “usability is
about learnability, efficiency, memorability, errors, and satisfaction.” But the primary definition of
usability is based on ISO 9241-11 (ISO/IEC 1998), which addresses usability in terms of “the extent
to which a product can be used by specified users to achieve specified goals with effectiveness,
efficiency, and satisfaction in a specified context of use.” In this work, we define usability as:

—Ease, which means how easily a user can learn to use a tool to fix errors, operate defense
tools, or memorize how to use the tools.

—Service satisfaction level means how much a user satisfies the provided service in terms of
the following three aspects:
—Service reliability ensures the correctness and consistency of provided services in the

presence of repairing or defense mechanisms that are simultaneously being conducted
during service provision. This can be measured by the effectiveness of different levels of
alternatives used (e.g., policy, architecture, or mechanism) to deal with improper system
functionalities or attacks. Example metrics include (1) vulnerabilities exposed by using a

new alternative estimated by (i) whether or not an attacker knows the vulnerability of
the new alternative solution in terms of policy, architecture, or mechanism used; and (ii)
whether or not any side effect is caused by introducing the new solution (e.g., system
performance degradation or security holes); and (2) a lack of service quality, which in-
dicates whether or not expected normal services are being provided in terms of service
availability, timeliness, and QoS in correctness and consistency, or functionalities.

—Usefulness measures the necessity and convenience of the service, possibly via (1) fre-

quency of use, indicating how often a user uses a certain application or service; and (2)
easy of accessibility as an indicator of how conveniently a given system provides service
for users (e.g., direct access to a particular application or service, simple authentication
process such as fingerprint authentication in mobile devices).

—Flexibility expresses how flexible a system is in choosing alternative solutions to handle
unexpected changes or events. This can be measured by how diverse and sufficient alter-
native resources (e.g., policies, architectures, or mechanisms) are available in a system.
This metric tells us what solutions are available and how they can be used to reconfigure
and repair a system as a result of unexpected changes or events (e.g., attacks). This is also
linked to flexibility under the resilience metric ontology in Section 5.4.

5.5.3 Efficiency. Efficiency refers to how efficiently a given service is provided in terms of ser-
vice cost and complexity to achieve an agile system.
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Fig. 9. Agility metric ontology.

—Service cost includes any cost associated with building an agile system including:
—Defense cost to deploy various alternative solutions (e.g., policies, architectures, or

mechanisms) in terms of technical complexity (e.g., efficient module compatibility based
on standards (Dove 2005)), performance degradation (e.g., a lack of service availability
during the deployment time), and budget (e.g., security investment and cost-effective
security investment). This metric is discussed as response cost (Dove 2001) or maneuver

cost (McDaniel et al. 2014) in the literature.
—Decision cost refers to administrative delay, complexity, and effort incurred by the agility

decision-making process; and
—Recovery cost includes the cost described under the recoverability attribute of the re-

silience metric ontology in Section 5.4.
—Service complexity refers to (1) ease, as discussed in usability, and (2) computational com-

plexity (e.g., algorithmic complexity).

We summarize the attributes of the agility metric ontology in Figure 9.
Table 3 summarizes how each submetric can be measured in practice based on the example

metrics discussed in Sections 5.2–5.5.

5.6 Aggregating Metrics According to the Hierarchical Structure

As mentioned in Section 5.1, there is a hierarchical structure between the security, trust, resilience,
and agility metrics just discussed. As illustrated in Figure 11 (Section 8), submetrics can be aggre-
gated into a higher-level metric (e.g., the security submetrics may be aggregated into a security
metric), and eventually the security, trust, resilience, and agility metrics can be aggregated into a
single metric of trustworthiness. Although the aggregation illustrated in Figure 11 is intuitive, we
caution that proper aggregation functions are elusive and more research investigations need to be
conducted (e.g., average or weighted-average can be misleading (Savage 2009)).

6 METRICS OF ASSESSMENT TOOLS

In this section, we discuss how to measure the quality of a system using various assessment tools.
In this work, we discuss Vulnerability Assessment (VA), Risk Assessment (RA), and Red Teaming
(RT).
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Table 3. Example Measurements of the Four Key Submetrics in STRAM

Submetric Key measurement Example metrics

Security Availability Service & data availability MTTF, MTBF, MTTR,

Confidentiality Preservation of
confidentiality, violation of
non-repudiation &
authentication

Secrecy violation, privacy violation, access right
violation, impact of breaking authentication and
key compromises,

Integrity Integrity of services, data,
systems

CVSS based vulnerability assessment, risk
assessment, attack success probability; integrity
check of CPU, memory, and file systems; software
integrity check (e.g., vulnerable code checking);

Trust Predictability Uncertainty quantification Information availability, accuracy of information
inference, information vagueness, information
ambiguity

Safety Security in cyberspace,
environments, and physical
systems

Enhanced security based on multiple layers of
physical protections, security policies, risk &
vulnerability assessment

Reliability Reliability of data, services,
& users

Data consistency, freshness, source credibility,
reliable service provision time (e.g., MTTF),
frequency of service failures, service response time,
correct decision making rate

Resilience Adaptability Autonomy, learnability Degrees of local decisions, intelligent decisions, or
automation; learning defense strength or attack
patterns

Fault-tolerance Robustness, diversity System survivability (e.g., MTTF, percolation
threshold, network interdependency), service
reliability, diversity metrics (e.g., a number of
software/hardware versions or multiple modules
implementing a same functionality)

Recoverability Recovery delay,
effectiveness, or cost

MTTFR, MTBF, MTTR; degree of recovery from
system degradation or failure, resilience curve,
recovery cost (e.g., intrusion response cost,
replacement cost, physical storage repair cost, user
training cost)

Agility Timeliness Service availability or
quickness

Detection / decision time

Usability Easiness, service
satisfaction level,

Service reliability, usefulness (e.g., frequency of use
or easy accessibility), flexibility

Efficiency Service cost or complexity Defense cost, decision cost, recovery cost, easiness,
or computational complexity (i.e., algorithmic
complexity)

One example application of these metrics is their incorporation into the U.S. DoD’s cyberse-
curity test and evaluation guidebook (U.S. DoD 2015), which defines the following cybersecurity
test and evaluation phases but without giving metrics: (1) understanding cybersecurity require-
ments, (2) characterizing the attack surface, (3) identifying system vulnerabilities, (4) adversarial
developmental test and evaluation, (5) operational vulnerability and penetration assessment, and
(6) adversarial assessment of mission execution.

6.1 Metrics of Vulnerability Assessment Tools

Two types of security faults can be defined: design flaws and implementation bugs. Design flaws

are associated with the architecture of software systems (e.g., lack of access control), while imple-

mentation bugs are software code-level problems (e.g., cross-site scripting, SQL injection) (McGraw
2006). Many VA tools use both passive scanning and active scanning.
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The purpose of VA is to detect these security faults through the entire lifecycle of a system. If
the faults are detected in earlier phases, better defense strategies can be employed. At the soft-

ware testing phase, various VA tools can be used, including penetration testing tools, software
inspection and reviewing, static code analysis, dynamic code analysis, or runtime program anom-
aly detection (Stuttard and Pinto 2007). At any point in time before or after the system is deployed,
penetration testing and red teaming can be used to assess vulnerabilities. Typical procedures are
(1) determining the software programs and network services (e.g., versions or patch levels) running
on a target computer, (2) identifying their vulnerabilities, and (3) verifying whether the vulnera-
bilities can be exploited or not (Goertzel and Winograd 2011).

In general, VA methodlogies are categorized into two main classes: manual and auto-
mated (Chess and West 2007). Both methodologies can be used at any phase of the system lifecycle
with the following four steps:

—An architectural analysis to identify the structural components of a system, such as hosts,
processes, and threads;

—A resource analysis to identify the resources accessed by the components, as well as their
operations on the resources;

—A trust and privilege analysis to identify the trust assumptions and privilege levels on which
an executable component runs; and

—In-depth evaluation of components.

For deployed systems, various types of vulnerability scanners are used for networks, hosts,
databases, Web applications, multilevel scanning, and automated penetration testing (Goertzel and
Winograd 2011). Statistical, data mining, or machine learning methods are also used for context-
specific VA tools (Shar et al. 2013; Shin and Williams 2008).

However, previous studies have the following limitations:

—Automated vulnerability detection tools miss many vulnerabilities with high false positives
because they rely on detection results and accordingly use limited information that does not
reveal all details of internal behavior (Antunes and Vieira 2009, 2015a; Vieira et al. 2009).

—Manual VA can find more vulnerabilities than automated tools although efficiency is an
issue (Kupsch et al. 2010).

—Neither manual penetration testing, static analysis, nor automated penetration testing can
detect all vulnerabilities. However, manual penetration testing is better at identifying design
flaws, static analysis is better at finding implementation bugs, and automated penetration
testing is more efficient in terms of the detection rate of vulnerabilities (Austin and Williams
2011).

—Both static analysis and automated penetration testing have a large volume of false-
positives, but the former can find more SQL injection vulnerabilities (Antunes and Vieira
2015b) and more vulnerabilities in open source blogging applications (Scandariato et al.
2013).

—Automated web vulnerability scanners do not provide complete coverage over system re-
sources (e.g., application components behind Flash applications or JavsScript-generated
links) (Doupé et al. 2010).

The difference in the effectiveness measured by different studies derives from different settings
or different VA tools used by each study. However, many studies agree that static analysis tools
(i.e., VA analysis under non-runtime environments with or without human intervention) have
performed better than automated analysis (Antunes and Vieira 2015a) because the automation
may not reflect vulnerabilities derived from diverse characteristics of a system.
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We address a set of more systematic metrics to evaluate VA tools. Although many of the metrics
discussed here are widely used (Antunes and Vieira 2015a, 2015b), some of the metrics are newly
introduced in this work.

Let V denote the number of ground truth vulnerabilities and ¬V denote the number of ground
truth nonvulnerabilities with respect to a given system or set of systems. The result of a VA tool
can generate: True-Positives (TP ), False-Positives (FP ), True-Negatives (TN ), or False-Negatives
(FN ).

—True-Positive Rate (TPR) is the rate of detecting a vulnerability correctly over total vulner-
abilities detected and is denoted by:

TPR =
TP

V
=

TP

TP + FN
. (3)

—False-Negative Rate (FNR) is the rate of detecting a vulnerability incorrectly over total vul-
nerabilities detected and is denoted by:

FNR =
FN

V
=

FN

TP + FN
. (4)

—True-Negative Rate (TNR) is the rate of detecting a nonvulnerability correctly over total
nonvulnerabilities detected and is denoted by:

TNR =
TNR

¬V =
TN

FP +TN
. (5)

—False-Positive Rate (FPR) is the rate of detecting a nonvulnerability incorrectly over total
nonvulnerabilities detected and is denoted by:

FPR =
FP

¬V =
FP

FP +TN
. (6)

where TPR + FNR = TNR + FPR = 1.
—Accuracy (A) is the rate of detecting both vulnerabilities and nonvulnerabilities correctly

over all assessments performed and is denoted by:

A = TP +TN

TP + FN + FP +TN
. (7)

—Precision (P) is the rate of detecting a vulnerability correctly over total actual vulnerabilities
and is denoted by:

P = TP

TP + FP
. (8)

This is also called the Bayesian detection rate.
—Recall (R) is the ratio between the detected true vulnerabilities (i.e., true positives) and the

total number of true vulnerabilities and is denoted by:

R = TP

TP + FN
. (9)

This metric is also called sensitivity. In Equation (9), we assume thatTP + FN represents all
relevant information, where TP is relevant information over retrieved information. In this
context, this metric is the same as TPR. This metric may be affected by the bias caused by
prevalence and skew (Powers 2011).
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—F-measure is a single-metric indicator of effectiveness in that a high F-measure implies a
highly effective VA tool. Assuming the precision (P) and recall (R) have equal weight, it is
defined by:

F -Measure =
2 × P × R
P + R =

2 ×TP
2 ×TP + FP + FN . (10)

—Receiver Operating Characteristic (ROC) describes tradeoffs between a true-positive rate
and a false-positive rate via the dependence of the true-positive rate on the false-positive
rate. ROC is shown with the True Positive Rate (TPR) for the x-axis and the False Positive
Rate (FPR) for the y-axis. This does not consider a base rate of vulnerabilities and may be
misleading when the base rate of vulnerability is very small (known as the base-rate fallacy

(Axelsson 2009)).
—Vulnerability Detection Operating Characteristic (VDOC) considers the dependence of the

True Positive Rate (TPR) on Precision (P) accommodating the base rate V
V+¬V

. This reme-
dies the effect of the base-rate fallacy, allowing fair a comparison of VA tools with different
base rates. VDOC is shown with TPR for the x-axis and P for the y-axis.

—Relative Vulnerability Detection Power (RVDP) is inspired by a relative strength metric in
the IDS context (Boggs et al. n. d.; Boggs and Stolfo 2011). A VA tool, denoted by d , does
not offer any extra detection power if it cannot detect any vulnerability beyond what the
current set of VA tools is able to detect, denoted byD′. Given thatV is the total number of
vulnerabilities, D′ = {d1, . . . ,dn } is the set of n vulnerability detection tools, and Xd is the
set of vulnerabilities detected by d ∈ D′, RVDP is defined by:

RVDP (d ′,D′,D) =
|Xd ′ − ∪d ∈DXd |

V
, (11)

where d ′ ∈ D′ for D ⊂ D′.
—Collective Vulnerability Detection Power (CVDP) is also inspired by an IDS countermea-

sure (Boggs et al. n. d.; Boggs and Stolfo 2011; Mohaisen and Alrawi 2014; Morales et al.
2012). Given V is the total number of ground truth vulnerabilities, let D′ = {d1, . . . ,dn } be
a set of VA tools and Xd be the set of vulnerabilities detected by a VA tool d ∈ D′. CVDP of
a set of VA tools is denoted by:

CVDP (D′) = | ∪d ∈D′ Xd |
V

, (12)

where D ⊆ D′.
—Coverage (C) measures the system components analyzed by a VA tool, including the physical

objects (e.g., hardware, networks), cyber objects (e.g., software, data), human/social objects
(e.g., users, developers, management), and enabling infrastructure (e.g., buildings, power,
air).

Since a system’s security level changes over time as new attacks arrive or the system evolves
more sophisticated operations to perform on new interactions between system components, new
vulnerabilities can be identified. In order to capture the dynamics of vulnerabilities, we propose
a dynamic VA concept as follows. Given a vector of metrics that evaluate the quality of VA tools,
denoted by M(t ) at time t , a system can periodically reassess system vulnerabilities. Note that t = 0
may correspond to the system testing time before the system deployment. Capturing historical
evaluation patterns is critical to mitigating the impact of the base rate fallacy (Axelsson 2009). We
summarize the preceding metrics used to measure vulnerabilities by VA tools in Table 1 of the
appendix.
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6.2 Metrics of Risk Assessment Tools

Cyber Risk Assessment (CRA) is a field that has yet to be investigated systematically. Traditional
risk analysis is not adequate for security analysis in complex systems that exhibit emergent prop-
erties (Park et al. 2013; Xu 2014c). For example, traditional risk analysis has identified hazards.
However, this is not enough for security analysis because hazards are largely unknown in com-
plex systems and threats can emerge as the interactions between system components evolve (Park
et al. 2013). In general, security in a complex engineering system is a dynamic, emergent property
that can be only observed by considering concrete attack scenarios (Haimes 2009a).

In the framework of Probability Risk Analysis (PRA) (Jensen 2002), which has been widely used,
the risk metric is defined as:

risk = threat ×vulnerabilitiy × consequence, (13)

where both threat and vulnerability are probabilities estimated by subject experts, and
consequence is often measured in terms of cost incurred by the threat. This approach considers
probable future scenarios with respective probabilities, estimates the consequences incurred in
the scenarios, and measures risk as the expected loss or by other metrics.

The PRA approach was advocated in the Department of Homeland Security’s 2009 National
Infrastructure Protection Plan. However, at the same time, it has been criticized by the National
Research Council when applied to the threat model of intelligent, goal-oriented terrorist attacks
(Concil 2010). Researchers also have criticized the PRA approach in terms of how probabilistic
assessment of terrorist attacks can be misleading (Brown and Cox 2011a, 2011b; Cox et al. 2005;
Cox 2009). One particular weakness of the PRA approach is that it can accommodate neither the
correlation or dependence between the probabilities of attack events nor the interdependency of
incurred nonadditive loss (e.g., the loss may be amplified by the effect of cascading failures). This
implies that risk priority scoring systems, despite their wide use, are not appropriate for dealing
with correlated or dependent threats in the real world (Cox 2009).

As discussed in Section 2.2.2, Cybersecurity Dynamics is a promising new approach for model-
ing and analyzing security as well as risk from a holistic perspective (Xu 2014a). This approach is
suitable for analyzing cybersecurity risk because of its predictive power in terms of the evolution
of cyber attacks (Chen et al. 2015; Peng et al. 2016; Xu et al. 2017; Zhan et al. 2013, 2014, 2015)
and the evolutionary trajectory of the global or network-wide cybersecurity state (Da et al. n. d.;
Han et al. 2014; Li et al. 2011; Lu et al. 2013; Xu and Xu 2012; Xu et al. 2015a; Xu 2014a, 2014c;
Xu et al. 2012a, 2012b, 2014, 2015b; Zheng et al. 2015). Nevertheless, there are several fundamental
technical barriers that are yet to be tackled adequately, and these barriers appear to be inherent to
the problem, implying that they would be encountered regardless of the specific modeling and/or
analysis methods used (Xu 2014a).

In order to fairly compare RA tools which have not been addressed much in the literature, we
propose metrics to characterize the effectiveness of RA tools; these are summarized in Table 2 of
the appendix.

6.3 Metrics of Red Teaming

VA aims to identify potential vulnerabilities. Penetration Testing (PT) goes a step further than
VA by conducting controlled exploitation of the vulnerabilities to determine their risk or conse-
quences and approaching target systems in a similar manner as the attackers. Understanding the
exploitability of potential vulnerabilities provides a substantial extra value to defenders (Hayes
2016; RedTeams 2013).

PT focuses on discovering known, but unpatched, vulnerabilities rather than identifying zero-
day vulnerabilities. Red Teaming (RT) goes a step further than PT because RT is used to improve
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the security of enterprises, such as the effectiveness of existing defenses and training for better
defense practices (Hayes 2016; RedTeams 2013). RT is more focused on testing an enterprise’s
cyber detection and response capabilities by stealthily compromising the target system via the
exploitation of one or multiple vulnerabilities, rather than detecting as many vulnerabilities as
possible. Thus, RT uses a collective set of attack patterns embracing diverse attacks/threats in
hardware, software, network, human factors, and physical environments.

We define three categories of metrics to measure the quality of RT: team competency, exercise
scope, and test results from RT exercise.

6.3.1 Team Competency. Team competence is assessed by a team’s expertise, techniques, and/or
tools required to achieve a mission aiming to exploit system vulnerabilities. We summarize how
team competence is measured in Table 3 of the appendix. It is possible to extend this metric to the
more detailed classification of RT purposes, such as understanding the adversarial behavior, antici-

pating possible attacks, testing an organization’s countermeasures, and reporting recommendations
to enhance an organization’s security (Brangetto et al. 2015).

6.3.2 Exercise Scope. The exercise scope metric identifies the scope of the system under inves-
tigation in terms of the covered features or functionalities and security requirements vs. security
enforcing functions (i.e., Common Criteria Target of Evaluation (Mellado et al. 2007) or equiva-
lent). It does not include the list of out-of-scope systems or the list the subsystems/functionalities
explicitly excluded from the investigation, such as those areas of the system under investigation
and those excluded. This class of metrics includes:

—Lifecycle description represents the phase of a system lifecycle at which an RT is conducted,
such as at the system test phase or operational phase;

—System description describes the tested components at the policy-level, architecture-level,
service-level, and mechanism-level; and

—Defense description describes the defense tools deployed in a system under testing. This in-
cludes (1) preventive defense mechanisms such as access control and encryption, (2) reactive
defense mechanisms such as intrusion detection and anti-malware tools, and (3) proactive
defense mechanisms such as moving-target defense tools.

6.3.3 Test Results from RT. Results can be reported based on successful attacks, defense capabili-

ties, and RT outcome. We summarize the three categories of the test results from RT based on what
outcomes are measured and how suggested metrics can be measured in Table 4 of the appendix.

Based on the three factors we have discussed, including team competency, exercise scope, and
test results from RT exercise, we propose a red team resistance metric, Rs by:

Rs = f (CT , SE ,RT ), (14)

where CT is a team’s competency, SE is the exercise scope (i.e., coverage) of the RT exercise con-
ducted, and RT is the test result from the RT exercise. In practice, f (·) can be learned from datasets
describing the three components and the corresponding team resistance.

7 DISCUSSION

In this section, we discuss (1) how threats, assessment tools (i.e., VA, RA, PT, and RT), and system
metrics (i.e., STRAM metrics in this work) are related to each other; and (2) the limitations of
currently existing system metrics and measurements methods.

ACM Computing Surveys, Vol. 51, No. 6, Article 128. Publication date: February 2019.



STRAM: Measuring the Trustworthiness of Computer-Based Systems 128:37

Fig. 10. Relationships between system components, assessment tools, and system metrics.

7.1 Relationships Between Threats, Assessment Tools, and System Metrics

In the preceding sections, we proposed a system metric framework, STRAM, based on ontologies
of each submetric and discussed the metrics of assessment tools including VA, RA, and RT. In this
section, we discuss how system threats and vulnerabilities interact with the metrics of assessment
tools, which can affect the trustworthiness of a system.

Figure 10 shows the relationships between system vulnerabilities (or faults) and assessment tools
(i.e., VA, RA, and RT) and where a system is vulnerable to attacks and protected by some defense
mechanisms. System vulnerabilities (or faults) can be identified by VA (or PT), and the identified
vulnerabilities are called “known vulnerabilities.” RA also estimates the degree of risk based on
the identified vulnerabilities, threats (i.e., faults and attacks), and their expected impact (i.e., risk
considering the consequence) on system security and performance. The known vulnerabilities are
prevented or mitigated by various types of defense mechanisms which are also affected by attack
patterns (e.g., power, strength, tactics, intentions). System vulnerabilities (or faults) can be exploited

by attackers who aim to penetrate systems in order to breach system security mechanisms.
A system’s defense mechanisms can prevent, detect, or respond to (i.e., mitigate or block attacks)

potential or detected attacks. Based on the vulnerabilities identified by VA (or PT), the system is
equipped with defense mechanisms to deal with these vulnerabilities. The defense mechanisms can
be tested by RT, which can identify new, unknown vulnerabilities and update the extent of system
vulnerabilities. Risk can be estimated based on system vulnerabilities, threats, and consequence
(i.e., an attack’s impact). This implies that the quality of VA (or PT) tools affect the accuracy of risk
estimated by RA.

From the point of view of vulnerability detection, the quality of a system can be mainly measured

by the extent of vulnerabilities detected by assessment tools including VA (or PT), RA, and RT.
Therefore, the quality of assessment tools is critical to the validity of the estimated quality of the
system as determined by the system trustworthiness metric, STRAM.
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7.2 Limitations of Current System Metrics and Measurements

Based on the existing systems metric research literature, we identify the following hurdles:

7.2.1 Lack of Clear Definitions of Metric Attributes. Metric attributes can be defined differently
depending on a specific domain. For example, the definition of risk (i.e., the likelihood that an
attacker can exploit system vulnerabilities) in the computer system security domain is quite dif-
ferent from that of risk in a general sense (i.e., free from hazards). In addition, there is lack of
agreement on many commonly used key metrics terms such as availability, reliability, survivabil-
ity, or trustworthiness. At the least, we should identify a minimum set of key metrics that allows
maximizing the efficiency of measurements while meeting a sufficient level of expressivity to cover
the multidimensional quality of a system.

7.2.2 Lack of Systematic Understanding of Metrics. It is not clear what levels of abstractions are
desirable for an ideal metric framework. For example, in terms of the cyber infrastructure, should
we abstract a device/computer, a software component, or a data item as an abstract entity? Existing
studies on resilience, especially those which conduct topological analyses, often treat a device as
an abstract entity (e.g., a node in a graph). This coarse-grained granularity, while enabling analytic
treatments, often oversimplifies interdependent infrastructures. On the other hand, infrastructure
security and resilience are emergent properties (Pfleeger and Cunningham 2010; Xu 2014c). This
implies that a compositional approach to measure resilience is not possible because (1) the re-
silience of interdependent infrastructures cannot be derived from the resilience of the individual
infrastructures, and (2) the resilience of an infrastructure cannot be derived from the resilience of
its components.

7.2.3 Lack of Criteria to Measure the Validity of Metric Frameworks. Systems metric framework
is a method to measure the quality of a system. However, it is not clear whether any metric frame-
work is valid in meeting the four key factors of objectivity, efficiency, controllability, and learn-
ability, as discussed in Section 2.1. Ultimately, it is a research challenge to determine what key
metric attributes are associated with two goals: expressivity (i.e., how many different aspects of
system attributes should be considered) and efficiency (i.e., how efficiently each metric attribute
can be obtained without much duplicated measurements). As discussed in Section 2.1, a number of
metrics are used interchangeably in the literature with very little distinction (e.g., robustness vs.
reliability, confidentiality vs. secrecy, maintainability vs. recoverability). If we consider all possible
granulated metric attributes, the metric will meet high expressivity. However, this may introduce
a high computational complexity in which many metrics measure the same quality aspects of a
system. Achieving a good balance between these two conflicting goals is not a trivial task.

7.2.4 Lack of Datasets for Metrics Validation. The lack of datasets is a well-recognized barrier.
This barrier not only prevents researchers from validating their metrics, but also prevents them
from drawing insights from data and then using these insights to guide the definition of actionable,
feasible, or analytic metrics. Indeed, it is debated that modeling natural disasters is possible because
of the availability of relevant datasets, which are not available for malicious attacks (Santos et al.
2007).

7.2.5 Lack of Proper Uncertainty Handling. Improper uncertainty handling is inherent due to
(1) the distribution of a random variable and (2) measurement methods. These two types of uncer-
tainties are often entangled, but little work deals with them effectively.

7.2.6 Lack of System-Level Holistic, Dynamic Trustworthiness Metrics. The metric framework
of computer-based systems should embrace system components, hardware, software, networks,
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human factors, and physical environments, as discussed earlier. However, metrics to measure the
multidimensional quality of a system have not been addressed in the literature. To improve this
shortfall, the STRAM framework takes a holistic view to exploring trustworthiness metrics.

8 CONCLUSION

8.1 Summary

In this work, we conducted a systematic survey on the metrics, measurements, metric ontologies
(Sections 2 and 4), and key properties of a system (Section 3), and we proposed a system-level
trustworthiness metric framework, STRAM, considering security, trust, resilience, and agility. In
addition, we proposed submetric ontologies under STRAM and showed a comprehensive ontology
corresponding to the proposed metric framework using the Protégé (Stanford Center for Biomed-
ical Informatics Research 2015) ontology methodology (Section 5).

We also conducted a systematic survey and discussion of the metrics of assessment tools includ-
ing VA, RA, and RT. We proposed key metrics for each assessment tool (Section 6). Furthermore,
we discussed how system components (i.e., threats, vulnerability, attack, defense) are related to the
assessment tools and the STRAM metric framework and the interplay between them (Section 7.1).
In addition, we identified the limitations of current system metrics research (Section 7.2).

To the best of our knowledge, this work adds value to the systems metric research community
by considering the multidimensional nature of a system based on the interactions between system
components and assessment tools.

8.2 Future Research Directions

We suggest the following future research directions to address limitations of the current metrics
and measurement research as discussed in Section 7.2.

—More comprehensive vulnerability assessment. Is there a way of statistically assessing
the degree of unknown vulnerabilities in a system based on historical records? The example
records may include evaluation reports from development phases, the system type, the pro-
gramming language used, the experience of developers, the type and frequency of vulner-
abilities in similar existing systems, and the system’s complexity. This approach may guide
the identification of unknown vulnerabilities which are not easily revealed through scoped
and targeted threat models. This is important because, for example, a recent study (Li et al.
2016b) shows that software vulnerabilities are prevalent because of many forms of code
reuse, which are difficult to track in practice.

—How to aggregate submetrics into a higher level metric. Well-accepted metrics are often
geared toward the individual attributes of building-blocks mechanisms (e.g., false-positive
rate and false-negative rate of a vulnerability assessment or attack detection mechanism).
However, for the purpose of decision-making in the real world, practitioners often need
quantitative measurements for higher level metrics, such as security, trust, resilience, and
agility. The state-of-the-art measurement method for these higher level metrics is to use the
aggregation method described in Figure 11, which is largely qualitative but can be quanti-
fied based on an average or weighted estimation. However, the average or weighted-average
can often be misleading (Savage 2009) and, accordingly, more research needs to be con-
ducted to develop appropriate aggregation functions that preserve inherent concepts and
relationships between the lower level submetrics while minimizing the redundant, duplicate
measurement of highly similar metric attributes. The most challenging task is to determine
dependencies between metrics based on certain criteria to maintain the validity of metrics;
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Fig. 11. Conceptual illustration of the aggregation of four submetrics in STRAM where each submetric has

multiple attributes.

this will create an effective and efficient balance between covering the greatest number of
aspects of system quality without overlapping measurement coverage between metrics.

—Quantitative calculation of the four submetrics. Although this work proposed a
system-level trustworthiness metric framework, we have not discussed in detail the com-
putation of quantitative metrics representing the four key submetrics of security, trust, re-
silience, and agility. In our future work, we aim to develop metrics that can measure system
quality through measuring these four metrics. In particular, we are interested in developing
resilience and agility metrics that can capture the more dynamic aspects of system quality.

—Determining key system metrics. Key system metrics can differ depending on system con-
texts and requirements. For example, a system running on a mobile, wireless network needs
more lightweight solutions with cost-effective mechanisms for measurement purposes. On
the other hand, if a system has a large data volume that is maintained by a centralized data
center and needs to provide optimal solutions to users, service reliability with high accu-
racy can be a top priority metric. Therefore, an appropriate selection of key system metrics
is an open research question that can be affected by conflicting system goals. Moreover,
the key system metrics for military systems may be different from the key system metrics
for civilian systems. The former may emphasize successful mission completion. Identifying
key system metrics remains a challenging open research question.

—Repeatability of experimental measurements. For each key system metric to charac-
terize the trustworthiness of systems, we need to consider a measurement procedure to
capture it. It is critical to validate and test these measurement procedures under dynamic,
hostile, and/or high-temp network environments, as in military tactical networks. Even if
a metric cannot be measured with absolute objectivity, we should investigate protocols or
procedures by which metrics can be measured with comparable precision, acceptable com-
plexity, and an appropriate level of granularity. Moreover, the measurement procedures
must be repeatable.

—System-level holistic, dynamic metric framework. Since the quality of a single system
is associated with multiple dimensions of system components, a demanding metric frame-
work should take a system-level holistic perspective as follows: (1) diverse metric attributes
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should be considered, embracing the quality of all dimensions of a system; (2) an estimation
of dynamic system states should be captured by expanding the metric dimensions from cy-
bersecurity dynamics (Xu 2014b) to other metrics (e.g., trust, resilience, or agility, in addition
to security); and (3) the dynamic states of a system’s situation awareness and understanding
should be estimated and reflected in a critical system decision-making process (e.g., attack
detection or defense mechanism selection). The proposed STRAM framework can be seen
as a first step toward this ultimate goal.

In the past, the trustworthiness of a system has often been measured by its ability to be evalu-
ated, usually against some known criteria (e.g., common criteria such as the Evaluation Assurance
Level [EAL] or Protection Level) albeit under a system-defined Target of Evaluation (TOE). Having
an objective indicator of system trustworthiness based on the proposed STRAM framework will
allow a broader range of security analyses to be performed. Examples may include the ability to
compare systems using a consistent set of metrics; perform a thorough gap analysis on a system
or product to determine which aspects need more attention to ensure trustworthiness; identify
important common metrics of the most trustworthy systems; define mandatory sets of metrics for
differing levels of trustworthiness and differing dynamic contexts; identify the weighted impor-
tance of different metrics and measurements; and report on the different axes of security posture,
including physical, logical, and human factors.

Over time, through the application of these use cases, the STRAM framework can be tailored for
different contexts, and the specific metrics and measurements can be refined and even weighted.
The use cases also serve to develop a consistent mapping of products or systems to the STRAM
framework. This mapping not only allows us to obtain appropriate measurements, but also to
instrument systems so that they are amenable to metric analysis.
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