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Preface

The field of telecommunication consists of the theory and the practice of communication
at a distance, principally electronic communication. Many systems for telecommuni-
cation now take the form of large, complex, interconnected data networks with both
wired and wireless segments, and the design of such systems is based on a rich the-
ory. Communication theory studies methods for the design of signaling waveforms to
transmit information from point to point, as within a telecommunication system. Com-
munication theory is that part of information theory that is concerned with the explicit
design of suitable waveforms to convey messages and with the performance of those
waveforms when received in the presence of noise and other channel impairments. Dig-
ital telecommunication theory, or modem theory, is that part of communication theory
in which digital modulation and demodulation techniques play a prominent role in the
communication process, either because the information to be transmitted is digital or
because the information is temporarily represented in digital form for the purpose of
transmission.

Digital communication systems are in widespread use and are now in the process of
sweeping away even the time-honored analog communication systems, such as those
used in radio, television, and telephony. The main task of communication theory is the
design of efficient waveforms for the transmission of information over band-limited or
power-limited channels. The most sweeping conclusion of information theory is that
all communication is essentially digital. The nature of the data that is transmitted is
unimportant to the design of a digital communication system. This is in marked contrast
to analog communication systems, such as radio or television, in which the properties of
the transmitted waveform are inextricably tied up with the properties of the application,
and only weakly tied to considerations of the communication channel. To make the
point more strongly, we can give a whimsical definition of a digital communication
system as a communication system designed to best use a given channel, and an analog
communication system as one designed to best fit a given source. The spectrum of
a well-designed digital communication waveform is a good match to the passband
characteristics of the channel; the only essential way in which the source affects the
spectrum of the waveform is by the bit rate. In contrast, the spectrum of an analog
communication waveform depends critically on the properties of the source.
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The purpose of this book is to give a general introduction to the modulation
waveforms and demodulation techniques that are central to the design of digital telecom-
munication systems. Moreover, because recording is essentially a communication
process — from a past time to a future time — modulation techniques are also cen-
tral to the design of magnetic and optical recording systems. Modulation waveforms
for passband channels and for baseband channels, such as magnetic recording channels,
are treated in a common setting and with unified terminology.

The topics of this book are confined to the modulation layer of communication theory.
The topics at the modulation layer lie above other topics needed for the physical design
of communication equipment and lie below topics in other layers of the theory that deal
with networking, routing, and application sessions. These are topics for other books.
The compaction and compression of source data, including analog or voice, are also
topics that are not treated in this book. These, also, are topics for other books.

The material in this book consists, for the most part, of selected chapters from
Digital Transmission of Information (published in 1990), which have been rewritten
and expanded to fit the needs of a course in modem theory and digital telecommu-
nications. Waveforms and modulators are studied in Chapters 2 and 5 for baseband
and passband channels, respectively. Basic demodulators are developed in Chapters 3
and 6 for baseband and passband channels, respectively. More advanced methods of
demodulation for channels with dispersion are studied in Chapter 4. In Chapter 3, the
matched filter is introduced as a filter to maximize signal-to-noise ratio prior to ademod-
ulation decision. A stronger statement of optimality of the matched filter is deferred
to Chapter 7, where it is shown to be part of the maximum-likelihood demodulator
for both coherent and noncoherent demodulation in gaussian noise. These first seven
chapters contain the central ideas of modulation and demodulation, which are at the
core of the theory of modems. The final five chapters then go deeper into the subject by
developing some of the other topics that are needed to round out the foundations of the
theory of modems. Chapter 8 treats methods of synchronizing the transmitter and the
receiver so that they have the same time reference. Chapters 9 and 10 discuss methods
of coding for communication channels to control errors. Rather than modulate one data
bit, or a few data bits, at a time into a communication waveform, a coded representation
modulates an entire message into a communication waveform so that cross-checks can
eliminate errors. Chapter 9 discusses codes designed for an additive noise channel,
Chapter 10 discusses codes designed for a discrete channel, usually binary. Finally,
Chapters 11 and 12 advance the theory beyond the simple linear channel studied in
most of the book. Chapter 11 studies the robustness of modems in the presence of
simple nonlinearities and fading. Chapter 12 discusses techniques for the prevention of
intentional disruption of communications by a malicious adversary known as a jammer.

Modern digital telephony, now in widespread use, is an almost miraculous system —
partly wireless and partly wired — in which our everywhere environment is filled with
a dense but faint electromagnetic fabric that millions of telephone users can tap into
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to draw out conversations, text, and data almost without end, and certainly without
awareness of the immense theory and the extensive industry that make this fabric
possible. This is the real miracle of the recent decades, and this technological miracle
has changed the world far more than has any political theory or practice. This book
studies digital communication theory, which consists of the collection of waveform
methods that underlie the telecommunication system. A deeper investigation of the
merits of these methods is provided within the subject of information theory, which is
only touched on in this book. The study of modems is a first step in understanding this
wondrous wireless fabric, as well as the enormous and sophisticated wired backbone
that underlies this global system. The study of information theory provides a fuller
understanding of the optimality of these methods.

This book evolved within the rich environment of students and faculty at the
University of Illinois. I could not have found a better set of colleagues anywhere with
which to interact, and no environment more intellectually stimulating. The quality of
the book has much to do with the typing skills of Mrs Frances Bridges and the editing
skills of Mrs Helen Metzinger. And, as always, Barbara made it possible.



A man may expresse and signifie the intentions of his minde,
at any distance of place by objects . . . capable of a twofold
difference onely.

Sir Francis Bacon (1561-1626)
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Introduction

A point-to-point communication system transfers a message from one point to another
through a noisy environment called a communication channel. A familiar example of
a communication channel is formed by the propagation of an electromagnetic wave
from a transmitting antenna to a receiving antenna. The message is carried by the time-
varying parameters of the electromagnetic wave. Another example of a communication
channel is a waveform propagating through a coaxial cable that connects a jack mounted
on an office wall to another such jack on another wall or to a central node. In these
examples, the waveform as it appears at the receiver is contaminated by noise, by
interference, and by other impairments. The transmitted message must be protected
against such impairments and distortion in the channel. Early communication systems
were designed to protect their messages from the environment by the simple expedient
of transmitting at low data rates with high power. Later, message design techniques
were introduced that led to the development of far more sophisticated communication
systems with much better performance. Modern message design is the art of piecing
together a number of waveform ideas in order to transmit as many bits per second
as is practical within the available power and bandwidth. It is by the performance at
low transmitted energy per bit that one judges the quality of a digital communication
system. The purpose of this book is to develop modern waveform techniques for the
digital transmission of information.

1.1

Transmission of information

An overview of a digital communication system is shown in Figure 1.1. A message
originating in an information source is to be transmitted to an information user through
a channel. The digital communication system consists of a device called a transmitter,
which prepares the source message for the communication channel, and another device
called a receiver, which prepares the channel output for the user. The operation of the
transmitter is called modulation or encoding. The operation of the receiver is called
demodulation or decoding. Many point-to-point communication systems are two-way
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Figure 1.1. Overview of a digital communication system.

systems in which both a modulator and a demodulator are combined in a single package
called a modem, the theory of which is the topic of this book.

At the physical level, a communication channel is normally an analog channel in
that it transmits waveforms. The user information may arise as digital source data or
may arise as an analog signal. The source data must eventually be modulated into an
analog waveform that suits the analog channel. When the source signal is an analog
waveform — perhaps a continuous-time analog waveform such as voice or video — a
digital communication system first converts that waveform to a digital representation
(which may take the form of a stream of bits), processes that digital representation
in some way, but then converts it back into a continuous-time analog waveform for
passage through the channel. The analog waveform passing through the channel will
be completely different from the analog waveform generated by the source. The analog
waveform at the channel output may be converted later by means of sampling and
quantization to intermediate digital data for processing and demodulation. The inter-
mediate digital data may be very different in its character from both the digital data that
was transmitted and the final digital data produced by the demodulator. Ultimately, if
required by the user, the digital data may be reconverted to its original analog form,
such as voice or video. This multiple conversion between digital data and analog data
may seem to be complicated and expensive, but it is worthwhile for many reasons.
The channel waveform is matched to the nature of the channel, not to the nature of the
source. Moreover, the digital data can be rerouted through many kinds of digital links
or storage devices while it is in digital form, or it can be merged and mingled with other
data traffic passing through a network.

Analog modulation is still widely used in radio and television, and until recently, was
also used in phonography and voice telephony. Analog modulation techniques make
relatively superficial changes to the signal in order to send it through the channel; there
is no significant effort to tailor the waveform to suit the channel at any deeper level.
Digital communication waveforms are more sophisticated. Digital communication the-
ory endeavors to find waveforms that are closely matched to the characteristics of the
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channel and that are tolerant of the impairments in the channel so that the reliable flow
of information through the channel is ensured. The characteristics of the source are of
no interest in designing good waveforms for a channel. Good waveforms for digital
communication are designed to match the characteristics of the channel; the source
information is then encoded into this channel waveform. A digital communication sys-
tem might require a considerable amount of electronic circuitry to translate the source
waveform into a form more suitable for the channel, but electronics is now cheap. In
contrast, most channels are comparatively expensive, and it is important to make the
best use of a channel.

Even an application that might appear to be intrinsically an analog application, such
as broadcast television, can be partitioned into two tasks — the task of delivering so
many bits per second through the channel and the task of representing the video signal
by the available number of bits per second. This is the important and (once) surprising
separation principle of information theory, which says that the task of transmitting
the output of a source through a channel can be separated, without meaningful loss,
into the task of forming a binary representation of the source output and the task
of sending a binary datastream through the channel. For digital transmission to be
effective, both of these tasks must be implemented efficiently. Otherwise, there will
be disadvantages such as increased bandwidth or larger transmitted power. The source
data must first be compressed, then modulated into a suitable transmission waveform,
perhaps a spectrally-efficient waveform that carries multiple bits per second per hertz,
or perhaps an energy-efficient waveform that uses low power but occupies a large
bandwidth.

The disadvantages that were once cited for digital communications are really not
compelling; any validity that these claims once had has crumbled under the progress of
technology. Cost was once a significant disadvantage of digital communication systems,
but is no longer. Digital modulation of an analog signal was once believed to require
larger bandwidth than direct analog modulation. This is not true. By using modern
methods of data compression, data compaction, and bandwidth-efficient modulation —
conveying multiple bits per second per hertz — a digital communication system will
actually use less bandwidth than an analog communication system. Another presumed
disadvantage that is sometimes mentioned is that of quantization noise. Quantization
noise, however, is completely under the control of the designer of the quantization
scheme and will be the only important source of noise in the signal that is presented
to the user. The modern view is that quantization noise is a price cheerfully paid
for the more important advantage of removing the effects of channel noise and other
impairments from the received signal. It is a truism of information theory that, in a
well-designed system, the quantization noise will always be less than the channel noise
it replaces.

On the other hand, there are numerous and compelling advantages of digital com-
munication. Every link becomes simply a “bit pipe” characterized by its data rate and
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its probability of bit error. It makes no difference to the communication links whether
the transmitted bits represent a digitized voice signal or a computer program. Many
kinds of data source can share a common digital communication link, and the many
kinds of communication links are suitable for any data source. Errors due to noise and
interference are almost completely suppressed by the use of specialized codes for the
prevention of error. A digital datastream can be routed through many physically differ-
ent links in a complex system, and can be intermingled with other digital traffic in the
network. A digital datastream is compatible with standardized encryption and antijam
equipment.

The digital datastream can be regenerated and remodulated at every repeater that it
passes through so that the effect of additive channel noise, or other impairments, does
not accumulate in the signal. Analog repeaters, on the other hand, consist of amplifiers
that amplify both signal and noise. Noise accumulates in an analog communication
waveform as it passes through each of a series of repeaters.

Finally, because digital communication systems are built in large part from digital
circuitry, data can be readily buffered in random-access digital memories or on mag-
netic disks. Many functions of a modem can be programmed into a microprocessor or
designed into a special-purpose digital integrated circuit. Thus a digital data format is
compatible with the many other digital systems and subsystems of the modern world.

1.2

A brief historical survey

The historical development of modem theory can be divided into several phases: tra-
ditional methods such as PSK, PAM, QAM, and orthogonal signaling, which were
developed early; the multilevel signal constellation designs of the 1970s; the coded
modulation and precoding techniques of the 1980s and 1990s, and the graphical
methods of the past decade. It is a curiosity of technological history that the earli-
est communication systems such as telegraphy (1832,1844) actually can be classified
as digital communication systems. Even the time-honored Morse code is a digital com-
munication waveform in that it uses a discrete alphabet. Telegraphy created an early
communications industry but lacked the popular appeal of later analog communica-
tion systems such as the telephone (1876) and the phonograph (1877). These analog
communication systems were dominant for most of the twentieth century.

The earliest broadcast systems for communication were concerned with the transfer
of analog continuous signals, first radio signals (1920) and then television sig-
nals (1923, 1927). Analog modulation techniques were developed for embedding a
continuous-time signal into a carrier waveform that could be propagated through a
channel such as an electromagnetic-wave channel. These techniques are still employed
in systems that demand low cost or have strong historical roots, such as radio, telephony,
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and television. There are indications, however, that analog modulation is becoming
outdated even for those applications, and only the enormous investment in existing
equipment will forestall the inevitable demise of the familiar AM and FM radios.
Indeed, the evolution from digital communication to analog communication that began
in the 1870s is now being countered by an evolution from analog communication back to
digital communication that found its first strength in the 1970s. Even the analog phono-
graph record, after 100 years of popularity and dominance, has now been completely
superseded by the compact disk.

The earliest radio transmitters used a form of analog modulation called amplitude
modulation. This method maps a signal s(¢) into a waveform c(#) given by

c(t) = [1 4+ ms(t)] cos 2w fot

where m is a small constant called the modulation index such that ms(t) is much
smaller than one, and fj is a constant called the carrier frequency such that fj is large
compared to the largest frequency for which S(f), the Fourier transform of s(¢), is
nonzero. Even though the fidelity of the received signal is not noteworthy, amplitude
modulation became very popular early on because the mapping from s(¢) to c(¢) could
be implemented in the transmitter very simply, and the inverse mapping from c(t) to
s(t) could be implemented simply in the receiver, though only approximately.

Frequency modulation is an alternative analog modulation technique given by the
following map from s(#) to c(¢):

t
c(t) = sin (anot —1—/ ms(S)dS)
0

where, again, the carrier frequency fy is large compared to the largest frequency for
which S(f) is significant. Frequency modulation was naively proposed very early as a
method to conserve the radio spectrum. The naive argument was that the term ms(¢) is
an “instantaneous frequency” perturbing the carrier frequency fy and, if the modulation
index m is made very small, the bandwidth of the transform C(f) could be made much
smaller than the bandwidth of S(f). Carson (1922) argued that this is an ill-considered
plan, as is easily seen by looking at the approximation

13
c(t) & sin 2 fot + cos 2w fot |:m/ s(é)dé]
0

when m is small. The second term has the same Fourier transform as the bracketed
component, but translated in frequency by fy. Because the integral of s(¢) has the same
frequency components as s(¢), the spectral width is not reduced. As a result of this
observation, frequency modulation temporarily fell out of favor. Armstrong (1936)
reawakened interest in frequency modulation when he realized it had a much different
property that was desirable. When the modulation index is large, the inverse mapping



Introduction

from the modulated waveform c(¢) back to the signal s(¢) is much less sensitive to
additive noise in the received signal than is the case for amplitude modulation, — at
least when the noise is small. Frequency demodulation implemented with a hardlimiter
suppresses noise and weak interference, and so frequency modulation has come to be
preferred to amplitude modulation because of its higher fidelity.

The basic methods of analog modulation are also used in modified forms such as
single-sideband modulation or vestigial-sideband modulation. These modified forms
are attempts to improve the efficiency of the modulation waveform in its use of the
spectrum. Other analog methods, such as Dolby (1967) modulation, are used to match
the analog source signal more closely to the noise characteristics of the channel. All
methods for modifying the techniques of analog modulation are stopgap methods. They
do not attack the deficiencies of analog modulation head-on. Eventually, possibly with
a few exceptions, such methods will be abandoned in favor of digital modulation.

The superiority of digital communication seems obvious today to any observer of
recent technological trends. Yet to an earlier generation it was not obvious at all. Shan-
non’s original development of information theory, which was published in 1948 and
implicitly argued for the optimality of digital communications, was widely questioned
at the time. Communication theory became much more mathematical when Shannon’s
view became widely appreciated. His view is that communication is intrinsically a sta-
tistical process, both because the message is random and because the noise is random.
The message is random because there is little point in transmitting a predetermined
message if the receiver already knows it. If there are only a few possible predetermined
messages already known to the receiver, one of which must be sent, then there is no
need to send the entire message. Only a few prearranged bits need to be transmitted
to identify the chosen message to the receiver. But this already implies that there is
some uncertainty about which message will be the chosen message. Even this simple
example introduces randomness, and as the number of possible messages increases,
the randomness increases, and so the number of bits needed in the message increases
as well.

Randomness is an essential ingredient in the theory of communication also because
of noise in the channel. This statistical view of communication, encompassing both
random messages and noisy channels, was promoted by Shannon (1948, 1949). Ear-
lier, Rice (1945) had made extensive study of the effect of channel noise on received
analog communication waveforms. Shannon developed the broader and (at that time)
counterintuitive view that the waveform could be designed to make the channel noise
essentially inconsequential to the quality of the received waveform. He realized that
combating noise was a job for both the transmitter and the receiver, not for the receiver
alone. In his papers, Shannon laid a firm foundation for the development of digital com-
munication. A different paper dealing with applications that were transitional between
analog and digital communication was due to Oliver, Pierce, and Shannon (1948). The
period of the 1940s appears to be the time when people began thinking deeply about the
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fundamental nature of the communication problem and the return to digital signaling
began to accelerate. There were, however, many earlier studies and applications of digi-
tal signaling as in the work of Nyquist (1924, 1928) and Hartley (1928). Aschoff (1983)
gives a good early history of digital signaling.

|

1.3  Point-to-point digital communication

A simple block diagram of a point-to-point digital communication system is shown in
Figure 1.1. The model in Figure 1.1 is quite general and can be applied to a variety
of communication systems, and also to magnetic and optical storage systems. The
boxes labeled “channel,” “source,” and “user” in Figure 1.1 represent those parts of
the system that are not under the control of the designer. The identification of the
channel may be somewhat arbitrary because some of the physical components such as
amplifiers might in some circumstances be considered to be part of the channel and in
other circumstances might be considered to be part of the modulator and demodulator.

It is the task of the designer to connect the data source to the data sink by design-
ing the boxes labeled “transmitter” and “receiver”. These boxes are also called, more
simply, the encoder and decoder or the modulator and demodulator. The latter names
are usually preferred when the channel is a waveform channel while the former are
usually preferred for discrete channels. Consequently, the transmitter is also called the
encoder/modulator, and the receiver is also called the demodulator/decoder. Often a
single package that can be used either as a transmitter or a receiver (or both simultane-
ously) is desired. A modulator and demodulator combined into a single box is called a
modem. The term “modem” might also be used to include the encoder and decoder as
well, and usually includes other supporting functions that extend beyond modulation
and demodulation but which are needed to make the modem work. The terms “trans-
mitter” and “receiver’” are sometimes preferred as the broader terms that include such
supporting functions. Figure 1.2 and Figure 1.3 show the functions normally included
in the transmitter and receiver.

Modern practice in the design of communication systems is to separate the design
tasks associated with the data source and the data user from the design tasks associated
with the channel. This leads technology in the direction of greater flexibility in that
the source data, when reduced to a stream of bits, might be transmitted through any
one of many possible channels or even through a network of different channels. To

Input Source Channel Band to
fSrgTrce Encoder | Encryptor—>] Encoder | | Modulator > Spreading " Channel

Figure 1.2. Primary transmitter functions.
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Figure 1.3. Primary receiver functions.

do this, the functions of the transmitter and receiver are broken into more detailed
functions as described by the block diagrams of Figures 1.2 and 1.3. The trans-
mitter includes a source encoder, a channel encoder, and a modulator; the receiver
includes a demodulator, a channel decoder, and a source decoder. Information theory
teaches us that there is no consequential loss in performance because of partitioning
the problem in this way. Moreover, for our topics, there is no loss in generality if the
interface between the source encoder and the channel encoder, as well as the interface
between the channel decoder and source decoder are regarded to be serial streams of
binary data.

The source data entering a digital communication system may be analog or digital.
Upon entering the transmitter, analog data will first be digitized. In the process of
digitization, continuous time may be reduced to discrete time by the process of sampling
a source waveform of finite bandwidth. Then the datastream is processed by a source
encoder, whose purpose is to represent the source data compactly by a stream of bits
called the source codestream. At this point, the source data has been reduced to a
commonplace stream of bits, superficially displaying no trace of the origin of the
source data. Indeed, data from several completely different kinds of sources now may
be merged into a single bit stream. The source data might then be encrypted to prevent
eavesdropping by an unauthorized receiver. Again, the encrypted bit stream is another
commonplace bit stream superficially displaying no trace of its origin.

The datastream is next processed by the channel encoder, which transforms the data-
stream into a new datastream called the channel codestream. The channel codestream
has redundancy in the form of elaborate cross checks built into it, so that errors arising
in the channel can be corrected by using the cross checks. Redundancy may also be
added to remove subpatterns of data that are troublesome to transmit. The symbols of
the new datastream might be binary or might be symbols from a larger alphabet called
the channel alphabet. The stream of channel codewords is passed to the modulator,
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which converts the sequence of discrete code symbols into a continuous function of
time called the channel waveform. The modulator does this by replacing each sym-
bol of the channel codeword by the corresponding analog symbol from a finite set
of analog symbols composing the modulation alphabet. Here, discrete time is also
reconverted to continuous time by some form of interpolation. The sequence of ana-
log symbols composes the channel waveform, which is either transmitted through the
channel directly or after it is further modified to spread its bandwidth. The reason that
bandspreading might be used is to protect the signal from some kinds of fading or
interference, possibly intentional interference created by an adversary. The input to the
channel is the channel waveform formed by the transmitter. The channel waveform is
now a continuous-time waveform. Although the source waveform might also have been
a continuous-time waveform, the appearance and properties of the channel waveform
will be quite different from those of the source waveform. The channel waveform then
passes through the channel where it may be severely attenuated and usually changed in
other ways.

The input to the receiver is the output of the channel. Because the channel is subject
to various types of noise, dispersion, distortion, and interference, the waveform seen
at the channel output differs from the waveform at the channel input. The waveform
will always be subjected to thermal noise in the receiver, which is additive gaussian
noise, and this is the disturbance that we shall study most thoroughly. The waveform
may also be subjected to many kinds of impulsive noise, burst noise, or other forms of
nongaussian noise. Upon entering the receiver, if the waveform has been bandspread
in the transmitter, it is first despread. The demodulator may then convert the received
waveform into a stream of discrete channel symbols based on a best estimate of each
transmitted symbol. Sometimes the demodulator makes errors because the received
waveform has been impaired and is not the same as the waveform that was transmitted.
Perhaps to quantify its confidence, the demodulator may append confidence annotations
to each demodulated symbol. The final sequence of symbols from the demodulator is
called the received word or the senseword. It is called a soft senseword if it is not
reduced to the channel input alphabet or if it includes confidence annotations. The
symbols of the senseword need not match those of the transmitted channel codeword;
the senseword symbols may take values in a different alphabet.

The function of the channel decoder is to use the redundancy in the channel codeword
to correct the errors in the senseword and then to produce an estimate of the datastream
that appeared at the input to the channel encoder. If the datastream has been encrypted, it
is now decrypted to produce an estimate of the sequence of source codewords. Possibly
at this point the datastream contains source codewords from more than one source, and
these source codewords must be demultiplexed. If all errors have been corrected by
the channel decoder, each estimated source codeword matches the original source
codeword. The source decoder performs the inverse operation of the source encoder
and delivers its output to the user.
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The modulator and the demodulator are studied under the term modulation the-
ory. Modulation theory is the core of digital communications and the subject of this
book. The methods of baseband modulation and baseband demodulation are studied in
Chapters 2 and 3, while passband modulation and passband demodulation are studied
in Chapter 5 and Chapter 6. The formal justification for the structure of the optimal
receiver will be given with the aid of the maximum-likelihood principle, which is
studied in Chapter 7.

The receiver also includes other functions, such as equalization and synchronization,
shown in Figure 1.3, that are needed to support demodulation. The corresponding
structure of the optimal receiver will not fully emerge until these functions are developed
as a consequence of the maximum-likelihood principle in Chapter 7. The receiver may
also include intentional nonlinearities, perhaps meant to clip strong interfering signals,
or to control dynamic range. These are studied in Chapter 11.

Networks for digital communication

Digital point-to-point communication systems can be combined to form digital com-
munication networks. Modern communication networks were developed relatively
recently, so they are mostly digital. The main exception to this is the telephone network
which began early as an analog network, and was converted piecemeal to a digital
network through the years, but still with some vestiges of analog communication. The
telephone network is a kind of network in which switching (circuit switching) is used to
create a temporary communication channel (a virtual channel) between two points. A
broadcast system, shown in Figure 1.4, might also be classified as a kind of communi-
cation network. However, if the same waveform is sent to all receivers, the design of a
broadcast system is really quite similar to the design of a point-to-point communication
system. Therefore both the early telephone network and a broadcast system, in their
origins, can be seen as kinds of analog point-to-point communication systems. Other,
more recent, communication networks are digital.

Receiver

Receiver

| Source |—>|Transmitter

Receiver

Figure 1.4. Broadcast communications.
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User User

Common

Medium User

User

User User

Figure 1.5. A multiaccess communication network.

Figure 1.5 shows a modern form of a communication network, known as a multiac-
cess network. It consists of a single channel, called a multiaccess channel, to which is
attached a multitude of users who exchange messages. The rules by which the users
access the shared channel are called channel protocols. The protocol is one new ele-
ment that makes a digital communication network more complicated than a digital
point-to-point communication system.

The simplest multiaccess channel is the fixed-assignment multiaccess channel of
which time-division multiaccess signaling is a good example. In a time-division mul-
tiaccess system, each user is preassigned a fixed time interval called a time slot during
which it can transmit. In this way, the channel is available to each user in turn. Similarly,
for frequency-division multiaccess signaling each user is assigned a fixed frequency
slot. One disadvantage of the time-division or frequency-division protocol is that it is
inefficient; if a user has nothing to transmit, its time slot or frequency slot is wasted.
Another disadvantage is that the set of users needs to be fairly well specified so that
time slots or frequency slots can be assigned. Both transmitter and receiver need to
know the slot assignments. Moreover, each user of a time-division system needs to
have its clock synchronized to system time. If it is possible for new or dormant users to
become active, then there must be a control channel to assign time slots or frequency
slots.

At the other extreme are networks for which the set of users is very large, not very
well defined, and each individual user wants to transmit only rarely but at random
times and at its own convenience. Then the signaling method is known as demand-
assignment multiaccess signaling. One kind of protocol for this case is the kind known
as a contention-resolution algorithm. Users transmit whenever it suits them, but the
collision of simultaneous messages may cause those messages to be lost or damaged.
In the event of such a conflict, all users in the collision retransmit their lost messages
at a later time. Each user chooses a later time to retransmit by a common algorithm
that chooses a random, or effectively random, time so that another collision is unlikely.
Contention-resolution algorithms have seen wide use, but the behavior and optimality
of these algorithms is not fully understood.
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1.5

The Fourier transform

The design of communication waveforms makes extensive use of the Fourier transform.
We shall review the theory of the Fourier transform in this section.
Assignal s(¢) is areal-valued or complex-valued function of time that has finite energy

x
E :/ Is()?dt < oo.

—0o0

We shall also call the signal s(¢) a pulse, usually when we can regard it as a simple
signal. The support of s(t) is the set of ¢ for which s(¢) is nonzero. The pulse s(¢) has a
finite duration — or has finite timewidth — if its support is contained in a finite interval.
Because we regard ¢ to be time, the pulse s(¢) is called a time-domain signal.

The Fourier transform S(f) of the signal s(¢) is defined as

S(f) = / - s(f)e 2 gy,

The function S(f) is sometimes called the frequency-domain signal. The relationship
between a function and its Fourier transform is denoted in summary form by the notation

s(t) < S(f).

The two-way arrow implies that s(¢) can be converted to S(f), and S(f) can be
converted to s(¢). Sometimes this relationship is abbreviated by the functional notation

S(f) = Fls(t)]
and
s(t) = FUS(H)).

We also call the Fourier transform S(f) the spectrum or the amplitude spectrum of
the pulse s(¢), and we call |S(f) |2 the power spectrum of the pulse s(¢). The support of
S(f) is the set of f for which S(f) is nonzero. The spectrum S( /) has finite bandwidth
if its support is contained in a finite interval.

The Fourier transform is a linear operation. This means that if

s(t) = as1(t) + bsa (1)
for any complex constants a and b, then

S(f) = aSi1(f) +bS2(f).
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If S(f) is the Fourier transform of the signal s(¢), then it is not the Fourier transform of
any other signal.! Consequently, the Fourier transform can be inverted. This is proved
in the following theorem, which gives an explicit formula for the inverse Fourier
transform.

Theorem 1.5.1 (Inverse Fourier transform) If S(f) is the Fourier transform of
s(t), then

[e.¢]

s(t) = / S(fre”* ™ df
—o0

for all t at which s(t) is continuous.

Proof We shall sketch only an informal “proof”™ here, because the symbolism of the
impulse function §(¢) is used. (The impulse function is defined in Section 1.6.) By
definition

S(f) = /_C: s(E)e e dE,

Therefore

/ Z S(f)ehgp = f Z [ / Z S(g)e—ﬂnfédg} o270 gf
= f: s(€) [/Z e—ﬂ”@—’)fdf} dé.

The inner integral does not have a proper meaning. The integral is infinite if £ = ¢
and otherwise is the integral of a sine wave over all time, which is undefined. Without
further justification, we replace the inner integral by a delta function to write

/ ” S(f)e!*™ dqf = / ” s(E)8(5 — 1)dE

= 5(1).
This completes the informal proof. |

The formula for the inverse Fourier transform has the same structure as the formula for
the Fourier transform itself except for a change in sign in the exponent. Consequently,
there is a duality in Fourier transform pairs. Specifically, if

(1) < S(f)

1 This statement requires the definition that two pulses 51 (r) and s, (¢) are equivalent if and only if the difference
pulse s1(¢) — s2(¢) has zero energy.
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is a Fourier transform pair, then

S@) < s(=f)

is also a Fourier transform pair.

Theorem 1.5.2 Scaling of the time axis by the real constant a changes s(t) to s(at)
and changes the transform S(f) to |a|~'S(f /a).

Proof If a is positive, set ar = ¢, so that

o0 . . 0 D /
/ s(at)e_ﬂ”ﬁdt:/ s(e P lagy 1q

—o0o —o0o
1
=-S8(f/a).
a
If a is negative, the sign reversal can be accommodated by writing |a|. |

In the next several theorems we develop a general shift property, which is known as
the delay theorem when used to shift the time origin, and as the modulation theorem
when used to shift the frequency origin.

Theorem 1.5.3 (Delay theorem) [f s(¢) has Fourier transform S(f), then s(t — tg)
has Fourier transform S(f)e*ﬂﬂtof_

Proof By asimple change in variable,

o.¢] i o .
/ s(t — to)e 7¥ M dr = / s(z)e I T+ g ¢
—0o0 —00
= S(f)e7 >l

as was to be proved. ]
The delay theorem is illustrated in Figure 1.6.

Theorem 1.5.4 (Modulation theorem) If s(t) has Fourier transform S(f), then
s(0)el2™t has Fourier transform S(f — fo).

Proof By asimple change in variable,

o0 o0
/ $(0) el 2T =12t gy — / s(1)e—2T =t gy
—Oo0

—o0

=S(f —fo),

as was to be proved. |
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Figure 1.6. Illustrating the delay theorem.

., <

LU R R

Figure 1.7. Illustrating the modulation theorem.

Corollary 1.5.5 (Modulation theorem) If s(t) has Fourier transform S(f), then
s(t) cos 2rfot has Fourier transform %[S (f +fo) + S(f —fo)], and s(t) sin 2 fyt has
Fourier transform %j[S(f +f0) = S(f =)l

Proof The proof follows immediately from the theorem and the relations

cos 2mfot = l (ej27rfot + e—j2nf0t>
2

sin 27 fot = 1 (eﬂ”fot - e—janot) _
2

The modulation theorem is illustrated in Figure 1.7.
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Theorem 1.5.6 (Energy theorem) [fs(t) has Fourier transform S(f), then the pulse
energy E, of s(1) satisfies

E - / is()2dr = / SCF)2df.

Proof This is a straightforward manipulation as follows:

/Oo ls(0)|?dt = /oo s(7) [/oo S(f)eﬂ”ﬁdf] dt

- / Y5 [ / N s(t)e—ﬂ”ﬁdt} df

_ / ISP -

The energy theorem is a special case of the following theorem.

Theorem 1.5.7 (Parseval’s theorem) If pulses s1(t) and s2(t) have Fourier trans-
Sforms S1(f) and S2(f), respectively, then

o.¢] o.¢]

/ s1(1)s5()dt = f S1(f)S5(fHdf .
—0oQ0 —0o0

Proof The proof is similar to the proof of Theorem 1.5.6. [ ]

A linear filter with impulse response g(¢) and input signal s(¢) has an output signal
r(t) given by the convolution

F1) = / S(E)g(t — E)dE

_ / St — E)g (B)dE.

The next theorem, a fundamental theorem for the study of the effect of a linear filter on
a signal, says that a convolution in the time domain becomes a product in the frequency
domain. Because multiplication is simpler than convolution, it often is easier to think
about a filtering problem in the frequency domain.

Theorem 1.5.8 (Convolution theorem) [fs(z), g(t), and r(t) have Fourier transforms
S(f), G(f), and R(f), respectively, then

r(1) =/ gt —§)s(5)dé

—0oQ0

if and only if

R(f) =G(fHS().
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Proof Expressing s(¢) as an inverse Fourier transform gives

(e = / T et -6 { / T s(he édf} d

—00

= / ” S(f)el*™ [ / h gt — £)e > <f%’>ds] df.

—0o0

Letn =t — &. Then

r(t) = / ” S(f)er*™ [ / ” g(n)e_jz”f”dn} df

N / T S(HGHEP .

Consequently, by the uniqueness of the inverse Fourier transform,

R(f) =S(HG).

Because the argument can be read in either direction, the theorem is proved in both
directions. u

A special case of the convolution theorem says that the convolution of a pulse s(¢) with
the pulse s*(—¢) has Fourier transform |S(f) |2 because the Fourier transform of s*(—1)
is $*(f). Similarly, the pulse |s(r)|> has Fourier transform equal to the convolution of

S(f) with S*(—f).

Theorem 1.5.9 (Differentiation) If pulse s(t) has Fourier transform S(f), then the
derivative ds(t)/dt, if it exists, has Fourier transform j2rfS(f).

Proof Allowing the interchange of differentiation and integration gives

dst) _d [ o o i
02 /_ S(pery

= / R

Then

ds(t)
dt

< J27fS(f)

by the uniqueness of the Fourier transform. |

Theorem 1.5.10 (Poisson sum formula)

_ ! pret/To [ £
E s(t+LT) = T E e’ S(T).

=—00 l=—00
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Proof The expression

oo oo

Z s(t + £T) = s(t) % Z 5(t + €T)

{=—00 {=—00

has the Fourier transform

o o.¢]

> s(t+£T)<—>S(f)% > 8(f+§>

L=—00 {=—00

(as derived in the next section). Expressing the left side as an inverse Fourier transform
of the right side gives

- © ¢
— J2mft | -
3 suren = | [T 3 suws (f " T)} df
iy / " o) (f T f) daf
T f=—00Y "X T
_1 i 27U/ T g (f)
Te:_C><> T
as was to be proved. ]

1.6 Transforms of some useful functions

A list of some useful one-dimensional Fourier transform pairs is given in Table 1.1.
Some of the entries in this table are developed in this section. Other entries will arise
later in the book.

The most elementary pulse is the rectangular pulse, defined as

1 if 7] <1/2

t(r) =
rect() {0 if |1 > 1/2.

The Fourier transform of a rectangular pulse is readily evaluated. Let

s(t) = rect(%) .
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Table 1.1. A table of one-dimensional
Fourier transform pairs

s(1) S(f)
rect(r) sinc(f)
sinc(?) rect(f)
8(1) 1
1 8(f)
€_nr2 e_ﬂfz
ol t? %e‘fﬂfz
cosmt %8(]”—%)4—%5(]?4_%)
o -4+
eIl _ 2
1+2rf)?
combyy (1) dircy (f)
comb() comb(f)

Figure 1.8. The sinc function.

Then

T2
S(f)=/ eI gyt

—-T/2

_ [e—jnﬂ_ejﬂﬁ]

—j2nf

= T'sinc(fT)

where the sinc function or sinc pulse, illustrated in Figure 1.8, is defined as

. sin T x
sinc(x) = .
X
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This Fourier transform pair is written concisely as

t
rect(?) < Tsinc(fT).
By the duality property of the Fourier transform, we can immediately write
) f
Wsinc(tW) < rect| — | .
w

The next example is the impulse function §(t). Though the impulse function is not a
true function,” it is very useful in formal manipulations. It can be defined in a symbolic
way as follows. A rectangular pulse of unit area and width T is given by

1 t
s(t) = ?rect (T)

+ lt=T1/2

0 |t|>T/2

This pulse has a unit area for every value of T, and the energy E,, of this pulse is 1/7.
As T decreases, the pulse becomes higher and thinner, and the pulse energy goes to
infinity. The impulse function §(¢) is defined formally as the limit of this sequence of
rectangular pulses as 7' goes to zero. The Fourier transform of the impulse function of
8(t) does not exist, but it can be defined formally as the limit as 7" goes to zero of the
sequence of Fourier transforms of rectangular pulses.

Thus, we write

() < 1

to indicate that

S0 = lim, %(Tsim:fT)
=1.

Because the energy E, of §(¢) is not finite, nor is §(#) a proper function, this is not a
proper Fourier transform pair in the sense of the original definition. However, because
this improper pair is frequently useful in formal manipulations, the notion of a Fourier
transform is enlarged by appending this pair to the list of Fourier transform pairs.

2 The impulse function is an example of a generalized function. Generalized functions are created to enlarge
the notion of a function so that certain converging sequences of functions do have a limit. A formal theory of
generalized functions has been developed. The impulse function, and its properties, properly belong to that
theory.
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Adoublet of impulses, given by 6 (1 — %) +6(t+ %) has Fourier transform e 7/ +¢/7f |
as follows from the delay property. More generally, a finite train of N regularly spaced
impulses, called a finite comb function, and denoted

N-1

comby () = Y 8(t — £+ (N — 1))
=0

has a Fourier transform

N-1
S(f) = Z e i2m(E—3(N=Df)
=0
Using the identity ZZKV:_OI xt = % the summation can be reduced to

/TN _ p—imNf
einf — e—inf
sin T Nf

sinmf

S(f) =

The right side is known as a dirichlet function, which is denoted dircy (x) and defined by

. sin 7w Nx
dircy (x) =

sinzx

For integer values of x, the dirichlet function has value £N (the sign depending on
whether N is odd or even). It has its first zeros at x = +=1/N. The dirichlet function is
small if x differs from an integer by more than a few multiples of 1 /N . For any integer i,
dircy (x + i) = &£ dircy (x).

Informally, as N goes to infinity, the train of impulses is known as the comb function,
which is defined by

oo

comb(x) = Z St —0).

{=—00

The Fourier transform of the improper function comb(¢) is comb(f). This improper
Fourier transform pair is informally justified by regarding comb(#) as the limit as N
goes to infinity, N odd, of comby (¢). Then the Fourier transform of comb(¢) is the limit
of dircy (f), N odd, as N goes to infinity. For integer values of f, this is the limit of
N as N goes to infinity. For other values of f, the limit is zero. Thus, in the limit, the
Fourier transform is the comb function.

Other simple pulses are shown in Figure 1.9. Some of these pulses are concentrated
in a time interval, say between —7 /2 and T /2, and are equal to zero outside of this
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a) Square Pulse s(t) S(f)
> ¢ f
_T o T 0
2 2
S(f)

b) Triangular Pulse  s(t)

T T
I o I > 0
c) Gaussian Pulse  s(f) S(f)
. . >t
T o0 T 0 !
2 2
d) Sine Pulse s(t) S(f)
>t f
0 -7 9 7
e) Cosine Pulse s(t) S(f)
T o 1 ! Vi1 .
2 2 T T

f) Raised Cosine Pulse
s(t)

T t
-T 0o T

S(f)
[ > f
0

Figure 1.9. Some simple pulses and their spectra.

interval. For example, the rectangular pulse and the triangular pulse are of this form.
Other pulses, such as the sinc pulse, have tails that go on indefinitely. The gaussian
pulse

2
s(t) =e ™!

also has tails that go on indefinitely. The Fourier transform of the gaussian pulse is

o0
S(f) = / o 2 gy
—00
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Because s(7) is an even function, this integral can be written

S(f) = /‘00 e’ cos 2nftdt

—0o0

_ 2
— e

where the last line follows from consulting a table of definite integrals. Thus we have
the following elegant Fourier transform pair

2 2
PPN

More generally, using the scaling property of the Fourier transform, we have

g T _ 2.2
e & [—e A
V a

The rectangular pulse, the sinc pulse, and the gaussian pulse all have finite energy,
and so each has a Fourier transform. Other pulses, such as the impulse, have infinite
energy and so do not have a Fourier transform. Often, however, (as for the comb
function) it is possible to enlarge the definition of the Fourier transform by appending
appropriate limits of sequences. Thus, the chirp pulse

s 2
s(t) = /™!

has infinite energy. However, the finite chirp pulse,
2 t
st(®) = e/ rect| = ),
(1) <T>

has finite energy and so has a Fourier transform St (f) for every value of T'. The Fourier
transform of s(¢) can be defined informally as the limit of the transform S7(f) as T
goes to infinity. This limit can be computed directly by writing

o0
S(f) = f oI =i g
—o0
To evaluate the integral complete the square in the exponent

S(f) = eI’ /‘00 T =1 gp.

—0o0
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By a change of variables in the integral, and using Euler’s formula, this becomes

o0 o0
S(f) = e inf? |:/ cos w12 dt —I—j/ sin thzdt] )

—00 —00

The integrals are now standard tabulated integrals, and each is equal to 1/ V2. Therefore
the Fourier transform of the chirp pulse is
1 +j _-nfz

S(f)y=—-¢"

2
as is listed in Table 1.1.

Notice that in the foregoing derivation, as in the derivation of the Fourier transform
of an impulse, the Fourier transform of a limit of a sequence of functions is defined

as the limit of the sequence of Fourier transforms. This technique, used with care, is a
very useful way to enlarge the set of Fourier transform pairs.

1.7

Gaussian random variables

The analysis of the performance of a digital communication system involves the com-
putation of the probability of bit error when the received signal is corrupted by noise,
interference, and other impairments. Thus, the methods of probability theory are essen-
tial, as is the theory of random processes. The most important random variables in this
book are gaussian random variables, and the most important random processes are
gaussian random processes. In this section, we shall briefly review the fundamental
principles of the theory of gaussian random variables.

Any continuous real random variable X can be described by its probability density
function p(x). This function is defined so that the probability that the random variable
X lies in the interval [a, b] is given by

b
Pr{X € [a,b]] = f p(x)dx.

A gaussian random variable X is areal random variable that is described by a gaussian
probability density function. The gaussian probability density function of mean x =
E[x] and variance o2 = E[(x — ¥)?] is given by

p(x) = e—(x—sc)2 /202'
2o’
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We shall want to know the probability that a gaussian random variable Y exceeds a
value x. This is expressed in terms of a function® Q(x), defined as

o0 1 5
= gy,
Q“).K S Y

This integral cannot be expressed in closed form. It can be integrated numerically and

is widely tabulated.
For positive values of x, the function Q(x) can be bounded as

2
e /2

X~/ 27

Q) <

which is sometimes helpful in understanding the behavior of expressions involv-

ing O(x).

The probability that the random variable X with mean X and variance o2

exceeds the

threshold ® is given by
p= /oo 1 e—(x—)_C)Z/ZO'Z
® +2mo?

:Q(®;5>

A pair of jointly gaussian random variables (X, Y) is described by the bivariate
gaussian probability density function

Py) = — Ry —PE =Ry

27 | X

with mean (x,y) = E[(x, y)] and covariance matrix E[(x — X, y —j/)T(x X, y—y] =1,
where | X| denotes the determinant of X.

To find the probability that a bivariate gaussian random variable (X, Y) with mean
(x,y) and diagonal covariance matrix ¥ = o 21 lies in the half plane defined to be on
the side of the line ax + by = c that does not include the point (x, y), simply translate
and rotate the coordinate system so that, in the new coordinate system, the mean (x, y)

3 The function Q(x) is closely related to a function known as the complementary error function

== [ e
erfc(x) = — e y.
NEE

The error function erf(x) = 1 — erfc(x) is a widely tabulated function.
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is at the origin, and the straight line becomes the vertical line at x = d /2. Then
oo oo
p= / / L e120% g 129% grgy
/2 ) oo 202

“of3)

where d /2 is the perpendicular distance from the straight line to the point (X, y). (This
useful fact will be restated in Section 6.10 as Theorem 6.10.1 at which time the plane
is partitioned into two half planes with respect to two points separated by distance d.)

1.8

Circular random processes

The study of noise in a receiver requires the introduction of the topic of random pro-
cesses. Most of our needs regarding random processes will be met by an understanding
of the important class of random processes known as stationary, complex baseband
random processes. These are largely studied by means of their correlation functions
and by the Fourier transform of the correlation function, known as the power density
spectrum.

A stationary, real baseband random process X (¢) has an autocorrelation function (or,
more simply, correlation function) defined as

Rxx () =EX ()X + 1)].

The correlation function is independent of ¢, and always exists for stationary random
processes. It also exists for some other random processes that are not stationary. Accord-
ingly, a random process X () for which E[X (#)X (t 4+ 7)] is independent of ¢ is called
a covariance-stationary random process.

The cross-correlation function between two stationary random processes X (¢) and
Y (¢) is given by

Rxy(t) =E[X ()Y ( + 1)].

It is clear that Ryx (t) = Rxy (—1).
A stationary, complex baseband, random process, denoted Z(t) = X (t) + jY (¢),
where X (¢) and Y () are real random processes, has an autocorrelation function given by

Rzz(v) = E[Z*()Z(t + 1)]
= Rxx () + Ryy (7) + j[Rxy (t) — Rxy (—7)]

using the elementary fact that Ryy (t) = Rxy (—7).



27

Problems

It is generally not possible to recover Rxx (t), Ryy(t), and Rxy(t) from Rzz (7).
Accordingly, define
Rzz(t) = E[Z(OZ(t + 7))
= Rxx (t) — Ryy (7) +j[Rxy (7) + Rxy (—7)].

Then

Ryx (v) = 1Re [Rzz() + Rzz(7)]
Ryy (1) = JRe [Rzz(v) — Rzz(0)]
Ryy (t) = YIm [Rzz(7) + Rzz(0)].

The most common random processes that occur in the study of modems are the
random processes caused by thermal noise in the receiver. Thermal noise is always gaus-
sian, and ordinarily stationary. We shall have frequent occasion to encounter gaussian
noise at baseband, at passband, and at complex baseband.

Definition 1.8.1 A circular random process is a complex baseband, covariance
stationary random process for which

Rxx () = Ryy (1)
Rxy(t) = 0.

Itis straightforward to verify that the circular property of a stationary random process
is preserved under the operations of filtering, modulation, and sampling. In particu-
lar, the circular property is preserved under multiplication by /. We shall often use
complex, circular, and stationary gaussian noise in this book because complex thermal
noise is complex, circular, and stationary gaussian noise.

Problems for Chapter 1

1.1. a. Derive the Fourier transform of the trapezoidal pulse given in the following
illustration.
(Hint: The trapezoidal pulse can be obtained by convolving two rectangular
pulses.)

s(t)

any

ol
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1.2.

1.3.

1.4.

L.5.

1.6.

1.7.

b. Derive the Fourier transform of the cosine pulse

cosmt/T |t| <T/2
) =
s {0 otherwise

by using the modulation theorem combined with the formula for the Fourier
transform of a rectangular pulse.

Prove that

2 [ in(b

2 [Tsin@)sin®n) ) ab).
72 Jo x?

a. Adie has six distinguishable faces. How many bits are needed to specify the
outcome of aroll of a die? How many bits are needed to specify the outcome
of aroll of a pair of dice? Does the answer depend on whether the two dice
are identical or not?

b. How many bits are needed to specify a single letter of English (from an
alphabet of 26 letters)? How many bits are needed to specify an ordered pair
of letters of English?

c. A deck of cards is a set of 52 distinguishable elements. How many bits does
it take to describe a selection of one card from a deck? How many bits does
it take to describe a selection of two cards from a deck? How many bits does
it take to describe a selection of 26 cards from a deck?

If S(f) and R(f) are the Fourier transforms of s(¢) and r(¢), what is the Fourier

transform of s(¢)r(t)?

A sequence of binary digits is transmitted in a certain communication system.

Any given digit is received in error with probability p and received correctly

with probability 1 — p. Errors occur independently from digit to digit. Out of a

sequence of n transmitted digits, what is the probability that no more than j of

these are received in error?

The operation known as “mixing” is a fundamental operation of modulation

and demodulation. It consists of multiplying a passband signal

s(t) = a(t) cos 2t

by cos 27 ( fo — f1)t followed by a filtering operation. Show that, under suitable
conditions, mixing changes the carrier frequency fy to f1. What happens if s(¢)
is instead multiplied by sin 27 (fo — f1)t?

Given a device that squares its input signal, and an unlimited number of adders
and filters, show how one can construct a mixer to generate a(¢) cos 27 fit from
a(t) cos 2mfot and cos 27 (fy — f1)t. What are the restrictions on fy, f1, and the
spectrum of a(t)?
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1.8.

1.9.

1.10.

1.12.

Find a set of sixteen binary words of blocklength seven such that every word of
the set differs from every other word in at least three bit positions. Explain how
this code can be used to transmit four bits at a time through a binary channel
that never makes more than one bit error in a block of seven bits.

Show that the amplitude and phase of a passband waveform

vU(t) = vr(t) cos 2mfot — vy (¢) sin 27 fot
are the same as the amplitude and phase of the complex representation
v(t) = vr(?) +jvr(t)

of that passband waveform. If the phase of the passband waveform is offset
by ¢, how does the phase of the complex representation change? If the reference
frequency of the passband waveform is changed by Af, what happens to the
complex representation?
a. Show that Q(x) < %e‘xzﬂ for x > 0.
Hint: First show that > — x> > (t — x)? for t > x > 0. Then apply this
inequality to
212005y = / * -2
e "0 = N e dt.
b. Show that Q(x) < e=*/2/xy/27 for x > 0.
Hint: First show that

Xx—t _p
e Y
e t <0.
/x V2 o

c. Estimate the tightness of the bound in part b when x is large.

a. Prove that if random variables X and Y are independent, they are
uncorrelated.

b. Prove that if random variables X and Y are uncorrelated and gaussian, they
are independent.

a. Prove that for any vector random variable X", the covariance matrix X is
positive definite. That is, show that

aTEa >0

for any vector a of blocklength n.
b. Prove, for any random variables X, Y, and Z, that

cov(aX + bY + c¢,dZ + e) = adcov(X,Z) + bdcov(Y,Z).
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1.13.

1.14.

1.15.

1.16.

(Function of a random variable.) Let y = f(x) where f(x) is a monotonic
function. Let g be the inverse of f (x) so that g(f(x)) = x. If Xis a real-valued
random variable with probability density function px (x), prove that Y is a
random variable with probability density function py (y) given by

d
pr(y) = px (g(y))—i(y 4
X

Prove that the circular property of a stationary, complex baseband random
process is preserved under the operations of filtering, modulation, and sampling.
Let s(#) be a waveform, possibly complex, whose energy is finite. Let

S(f) = f s(t)e 2 gy

be the Fourier transform of s(¢). The sampled version of s(¢) is

(o.¢]

ss(f) = Z 8(t — £T)s(1)

{=—00

where §(¢) is the delta function. Prove that s5(#) has the Fourier transform

o0

$5() =7 3 S/

{=—00

The central limit theorem says thatif X1, X, . . ., X, are independent, identically
distributed random variables with zero mean and finite variance o2, then Z, =
ﬁ (X1 + X2 + - - - + X,) has a probability density function that approaches the

gaussian distribution with zero mean and variance 2.

a. Explain why this suggests that the gaussian distribution is the (only) fixed
point of the following recursion of probability density functions:

P2 (V2x) = ot (x) # pou-i (x).

b. Compute and graph the terms of the recursion starting with pj (x) = rect(zx).
How many iterations does it take to make your graph visually identical to a
gaussian?
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Awaveform channel is a channel whose inputs are continuous functions of time. A base-
band channel is a waveform channel suitable for an input waveform that has a spectrum
confined to an interval of frequencies centered about the zero frequency. In this chapter,
we shall study the design of waveforms and modulators for the baseband channel.

The function of a digital modulator is to convert a digital datastream into a waveform
representation of the datastream that can be accepted by the waveform channel. The
waveform formed by the modulator is designed to accommodate the spectral character-
istics of the channel, to obtain high rates of data transmission, to minimize transmitted
power, and to keep the bit error rate small.

A modulation waveform cannot be judged independently of the performance of the
demodulator. To understand how a baseband communication system works, it is neces-
sary to study both the baseband modulation techniques of this chapter and the baseband
demodulation techniques of Chapter 3. The final test of a modem is in the ability of
the demodulator to recover the symbols of the input datastream from the channel out-
put signal when received in the presence of noise, interference, distortion, and other
impairments.

2.1

Baseband and passband channels

A waveform channel is a channel whose input is a continuous function of time, here
denoted c(¢), and whose output is another function of time, here denoted v(¢). A linear
channel is one that satisfies the superposition principle: if input c(t) causes output v ()
and input ¢/ (¢) causes output v/ (¢), then for any real numbers a and b, input ac(¢) +bc’ (t)
causes output av(r) + bv'(¢).

Every linear, time-invariant channel can be described as a linear filter. A linear
baseband channel is depicted in Figure 2.1 as a linear filter with impulse response /A(t)
and transfer function H (f), which is the Fourier transform of /4(z). The output of the
linear channel A(7) is given by the convolution

o) = f h(E)e(t — E)dE.

—00
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|H(f)|2

c(ty—> / E —> v(f)
f

0

Figure 2.1. A baseband transfer function.

In the frequency domain, the convolution becomes the product

V(f)=H(HC(f)

as stated by the convolution theorem.

A baseband channel is a linear channel h(#) for which the support of H(f) is a
finite interval of the frequency axis that contains the origin. In practice, this condition
is relaxed to require only that H (f) is large at frequencies in the vicinity of the zero
frequency, and negligible at frequencies far away from zero. A passband channel is a
linear channel for which the support of H ( f) is confined to two finite intervals centered
at frequencies =£fy, where fj is large compared to the width of each of the intervals.
In practice, this condition is relaxed to require only that H (f) be negligible outside of
these two intervals centered at %-fj.

In this chapter, we shall usually suppress consideration of the channel by setting
H(f) = 1. This assumption is the same as assuming that H (f) is at least as wide as
C(f) and equal to one whenever C(f) is significantly different from zero. Then V (f)
is equal to C(f), and the precise shape of H (f) at other frequencies is not important.
On occasion, as in Chapter 9, we will impose other requirements on H (f), and H (f)
will play a larger role in the discussion.

2.2

Baseband waveforms for binary signaling

The purpose of the modulator is to convert a stream of digital data into a waveform
c(t) that is suitable to pass through the channel. Usually, we shall think of the input to
the modulator as a serial stream of binary data flowing at a constant rate, say one input
data bit every T} seconds.

A pulse, s(¢), is a real function of time whose energy, defined by

oo
E, = / s2(dt

is finite. Often we prefer to display a separate amplitude, expressed as a free parameter
A, in addition to the pulse shape s(¢). Then the pulse will be denoted As(z) and the
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energy is

o0
E, = / A% (t)dt.

—0o0

Although it may seem simpler to simply use s(¢) for the pulse, it will prove to be useful
to have the pulse amplitude A displayed separately so that the pulse s(#) can be chosen
to be without physical units. The physical units such as volts or amperes can be attached
to the amplitude A. When we choose to use the latter form, we may choose to normalize
s(t) so that [ s*()dt = 1. Then E,, = A

A simple way to modulate the datastream into a channel waveform is to map the
datastream into a concatenation of pulses, called a modulation waveform, as described
by the equation

o0

c(t) = Z aps(t — €T)

l=—00

where ay depends on the ¢th data bit. The equation for c(#) can be regarded as a

prescription for converting discrete time to continuous time. The discrete-time sequence

agfor¢ =...,—1,0,1,... representing the sequence of data bits is converted into a

continuous-time waveform c(#) using the pulse shape s(¢) to fill in the time axis.
Whenever we prefer, we may instead write the one-sided expression

c(t) = Zags(t —¢T)
£=0

to show the datastream beginning at time zero.
One way to define ay is

0 — 1 if the ¢th data bitisa 1
©= )=1 if the £th data bitis a 0.

Alternatively, when s(¢) is normalized so that f fooo Is(0)|2dt = 1, we may define

u — A if the ¢th databitisa 1

“ T ]-A if the £th data bitis a 0.
This waveform c(¢) is called an antipodal signaling waveform or, when at passband,
a binary phase-shift keyed signaling waveform (BPSK). An example of an antipodal
waveform using triangular pulses is shown in Figure 2.2.
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1 0 0 1 0 1 1

Figure 2.2. Example of an antipodal waveform.

Mt Lo

s(t)

Data Impulse
Bits Generator

Filter

Figure 2.3. Functional description of a modulator for antipodal signaling.

The energy per transmitted bit, denoted Ej, is equal to the energy E, in the pulse
As(t) because there is one bit for every pulse. If A is the amplitude of the transmitted
pulse and s(¢) has unit energy, then

o0
Ep = / A5 (t)dt = A>.

—00

We shall usually prefer to use this convention in which the energy in the pulse s(¢) is
equal to one and the bit energy is carried by the term A>.

One can choose any convenient pulse shape for an antipodal signaling waveform.
The distinction between the role of the pulse shape and the decision to use the sign of
the pulse as the method of modulating data bits is emphasized by writing an equivalent
mathematical expression for the waveform as

l=—00

c(t) = { Z agS(t—ET):| % 5(1).

With this description, the signs of the impulses a,§(t — £T) convey the data bits; the
stream of impulses is then passed through a filter with impulse response s(¢) in order
to create a practical waveform formed using pulse s(¢). A functional description of an
antipodal modulator is shown in Figure 2.3.

An alternative way to relate the pulse amplitude a, to the £th data bit is as follows:

A if the ¢th data bitisa 1

=10 if the £th data bit is a 0.
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Figure 2.5. Example of an NRZ waveform.

This waveform is called a binary on—off-keyed (OOK) signaling waveform. An example
of an OOK waveform is shown in Figure 2.4. The energy needed to transmit a one is
E,, while no energy is needed to transmit a zero. If the data bits are half zeros and half
ones, the average energy per transmitted bit is

[e.¢]
E,=1 / A% (Dt + %0
o0

It might appear from this simple analysis that OOK uses less energy than antipodal
signaling. This is so if A is held fixed, but we shall see in Chapter 3 that, in order to
combat noise, a larger value of A must be used for OOK than for antipodal signaling.

An on-off-keyed waveform using rectangular pulses is shown in Figure 2.5. In
this example, the pulse width is equal to the pulse spacing 7. This special case of
OOK is called a nonreturn-to-zero (NRZ) signaling waveform, which is often used in
applications in which waveform simplicity is of first importance. The disadvantage of
NRZ is the same as any waveform using a rectangular pulse; the spectrum S(f) has
sidelobes that fall off very slowly, as 1/f. A large bandwidth is needed to support the
leading and trailing edges of the pulses. Accordingly, to transmit NRZ requires a large
bandwidth in comparison to the data rate. This requirement is not acceptable in most
modern communication systems.

2.3

Baseband waveforms for multilevel signaling

Instead of modulating one bit at a time at each signaling instant £7, as in antipodal
signaling, one can modulate several bits at a time at each signaling instant. Thus in place
of binary signaling, we shall introduce M-ary signaling. There are two main variations
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8-ary 16-ary

Figure 2.6. Some signal constellations on the real line.

11 10 00 11 01 01 10

Figure 2.7. Example of a multilevel baseband waveform.

of M-ary signaling. In Section 2.8, we shall study the M -ary orthogonal pulse families.
This method of signaling requires bandwidths that grow larger with M ; increasing M
is paid for with more bandwidth. In the present section, we shall study the opposite
case in which bandwidth is constrained. Only one pulse shape s(¢) is used, and there
are M pulse amplitudes. Figure 2.6 shows some alphabets of pulse amplitudes. These
alphabets are called signal constellations and are denoted S. The signal constellation
S ={co,c1,...,cpm—1} onthereal line is a finite set of M real numbers; usually M = 2k
for some integer k. The uniformly-spaced four-ary signal constellation, for example, is
S ={-34,—-A,A,3A}.

Each point of the signal constellation S represents one of the allowable ampli-
tudes of the transmitted pulse. The modulation waveform, called a multilevel signaling
waveform, is

o0

c(t) = Z aps(t — £T) ar €8

{=—00

where ffooo s(H)2dt = 1. To use the signal constellation, one must choose a pulse s(f)
and assign a k-bit binary number to each of the 2¥ points of the signal constellation.
The k data bits at the £th time are then represented by a pulse of the amplitude specified
by those & bits.

An example of a four-ary waveform, using a triangular pulse and the signal con-
stellation S = {—3A, —A, A, 3A}, is shown in Figure 2.7. This waveform c(z) can be



37

2.3 Baseband waveforms for multilevel signaling

expressed as

o0

c(t) = Z ags(t — €T)

{=—00
where

—3A  if the £th pair of data bits is 00
—A  if the £th pair of data bits is 01
A if the £th pair of data bits is 10
3A if the £th pair of data bits is 11.

ag =

This waveform, called an amplitude-shift keyed (ASK) signaling waveform or a pulse-
amplitude modulation (PAM) signaling waveform, transmits two data bits in time 7 by
using the four-ary signal constellation on the real line from Figure 2.6 and a triangular
pulse. In the same way, one could design a four-ary ASK waveform using this same
signal constellation, but using a different pulse for s(7).

In this example, the data patterns have been assigned to points of the signal constel-
lation in the natural counting order. This means that 01 and 10 are assigned to adjacent
points. If an error confusing these two points is made, it results in two bit errors. An
alternative assignment is to use a Gray code

—3A  if the £th pair of data bits is 00
—A if the £th pair of data bits is 01
A if the £th pair of data bits is 11

3A if the £th pair of data bits is 10.

ay =

Now a single symbol error rarely results in two bit errors. The use of a Gray code gives
only a trivial performance improvement, but it does so for very little cost.

The average energy per symbol of the signal constellation {cg, c1,...,cy—1} with
M =2kis
=
2
Es=r >
m=0

under the assumption that each symbol is used with the same probability. Because there
are k = log, M bits in a symbol, the average energy per bit of the signal constellation is
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The expected energy Ej, contained in a block of L symbols is the expectation

00 L
E = / E [Z aps(t — ZT)dt:|

—o0

2

/ Z Z ElagayIs(t — €T)s(t — €'T)dt
X =0 ¢'=
- Z Z E[agag/]/ s(t — LT)s(t — €'T)dt.
£=0 ¢'=

We may assume that the data bits are maximally random. This means that every data
pattern is equally probable, and the symbols are independent. Therefore

E, ife=¢

E[dzae/] = {O "y ;é Z/

Finally, we have

L 00 00
E = ZEX / s>(t — £T)dt = LE, / s> (1)dt.
E:O —0oQ —0o0

Using the convention that the pulse s(¢) has energy equal to one, the average energy in
a block of L symbols is LE;. The average energy E; of the k bits resides in the energy
of the signal constellation.

For example, for the four-point signal constellation defined above,

Es, = %[(—3A)2 + (—A)? + (A)? + (34)%]
= 542,

The expected energy per block is LE;. Because there are two bits in each symbol and
L symbols in the block, the average energy per bit is 54%/2.

2.4  Nyquist pulses

For any choice of signaling waveform, the pulse shape s(¢) must be chosen so that the
sequence of modulation amplitudes a, representing the sequence of data bits can be
recovered from the signaling waveform

o0

c(t) = Z aps(t —C'T).

{/=—00
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/]

\/\”

8T \_AT T\_ /2T !

Figure 2.8. Some pulses displaying intersymbol interference.

Lett = £T. Then

o0

c(UT) = Z aps(CT — 0'T).

{'=—00

If s(¢T) is nonzero for some value of £ other than zero, as illustrated by two examples
in Figure 2.8, then the pulse s(¢) is said to have intersymbol interference because
¢(€T) will then depend on ay for some ¢’ other than £. There will be no intersymbol
interference if s(£7) = O for all £ not equal to zero because then

o0

c(tT) = Z aps(T — €'T)

U'=—00

= ay.

Definition 2.4.1 A Nyquist pulse for a signaling interval of duration T is any pulse
s(t) that satisfies

1 £=0
SET) = {0 £ #£0.

A Nyquist pulse must be used for signaling whenever one wants to avoid intersymbol
interference at the sampling instants £7". These Nyquist samples are samples of the pulse
as it is received, not as it is transmitted. This remark is important whenever the pulse
changes shape within the channel. In Chapter 3, we shall require the Nyquist property
to hold for a filtered version of s(¢) rather than for s(¢) itself. This will be appropriate
because our concern will be with intersymbol interference in the signal after it is filtered
in the receiver and not with intersymbol interference in the transmitted signal.
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The rectangular pulse rect(¢/T) is one example of a Nyquist pulse; it has no
intersymbol interference because rect(¢7/T) = 0 if £ is any nonzero integer. Then

1 £=0

SED=10 ¢ 20

The rectangular pulse can be used only when the channel can support the wide spectrum
of arectangular pulse. The spectrum of the rectangular pulse falls off as 1 /f —so slowly
that the channel bandwidth must be many times larger than 1/7 in order to transmit
the pulse without significant distortion.

The sinc pulse, sinc(z/T), is another example of a Nyquist pulse. The sinc pulse
has no intersymbol interference because sinc(¢7/T) = O for integer £ # 0. However,
the sinc pulse suffers from the fact that it has infinite duration. More seriously, the
amplitude of the sinc pulse falls off only as 1/¢. The amplitude falls off so slowly that
in the modulated waveform

[e¢]

ct)y= Y aus(t—LT),

{=—00

the distant sidelobes of many pulses will occasionally reinforce each other to produce
very large amplitudes in c¢(¢) at times ¢ that are not integer multiples of T, possi-
bly exceeding the linear region of the transmitter or receiver. The possibility of large
amplitudes also implies that the signal c(¢) may pass through its sample points at £T
very steeply, which in turn suggests sensitivity to timing errors. Therefore the sinc pulse
is not often a useful pulse shape in practice.

The rectangular pulse and the sinc pulse may be regarded as the two extreme cases
of pulses, one of which is too spread on the frequency axis, and one of which is too
spread on the time axis. Good pulses avoid each of these disadvantages.

To design a practical pulse s() that has no intersymbol interference, one must design
a Nyquist pulse whose time-domain sidelobes fall off rather quickly. This means that the
spectrum S (f) should not have sharp edges. The next theorem, known as the Nyquist
criterion, shows how the pulse s(¢) may be designed in the frequency domain so that
there is no intersymbol interference.

Theorem 2.4.2 The pulse s(t) is a Nyquist pulse if and only if the transform S(f)
satisfies

%n;ioos(ﬂ;) —1 |fl <1/2T.

Proof The inverse Fourier transform is

s(f) = / ” S(f)e* i df .

—00
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Therefore
oo ..
s(eT) = f S(f)e> T gy
—00

We break up the frequency axis into contiguous intervals of length 1/7, with the nth
interval running from (2n — 1) /2T to (2n+ 1) /2T, and then express s(£T) as a sum of
pieces

o0

(2n+1)/2T _
NGHEY / S(f)e T gf .

N ) @n—1)/2T

In the nth term of the sum, replace f by f + 7 and notice that el2Tn — 1 to write

s(T) = i /]m s (f n ;) oI T g

N0 U —1/2T

[ [E st

n=—00

1/2T )
— / S/(f)eﬂanTdf

1/2T

where S’(f) is equal to the bracketed term in the previous line. Suppose that §'(f) =
rect (%) Then s(¢T) = sinc(£). Therefore

1 ife=0
LT) =
S(T) {0 if ¢ 0.
Moreover, the uniqueness of the Fourier series expansion says that the Fourier coeffi-
cients of S’ (f) uniquely specify S’( f). Therefore S’(f) can be equal to rect (%) only if
s(£T) = sinc(£). Thus there is only one function, namely S’(f), on the stated interval
that corresponds to the stated sequence of samples s(¢7T). |

Nyquist pulses are pulses that satisfy Theorem 2.4.2. Figure 2.9 illustrates the mean-
ing of the theorem. It shows how translated copies of the spectrum must add to a
constant. We may describe this more vividly by saying that “out-of-band” tails of the
spectrum “fold” back into the band to form a virtual rectangular spectrum. Often, as
in Figure 2.9, the infinite sum on n appearing in Theorem 2.4.2 can be replaced by
a finite sum because S(f) is nonzero only on a finite interval of the frequency axis.
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Figure 2.9. Tllustrating the Nyquist criterion.
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Figure 2.10. Raised-cosine spectra.

Specifically, let W be such that S(f) = 0if | f| > W. Then the condition can be written
as the finite sum

- n 1
72%50+7}ﬂ for |£] < 3

where N is the integer [2TW |. If

w 1

— < —<W,

2 2T

then N equals 1 in the sum.

Some common examples of Nyquist pulses are those whose Fourier transforms are

defined as
T 0<Ifl<5
SO = 5[t - sin THUEIED ] dne < p) < e
0 NEL -

where « is a parameter between 0 and 1. These spectra, sometimes called raised-cosine
spectra, are shown in Figure 2.10. The figure makes it obvious that the raised-cosine
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s(t)

1
I =4 X< _,
2
Figure 2.11. Some Nyquist pulses.

spectra satisfy the Nyquist criterion. The corresponding Nyquist pulses s(¢), shown in
Figure 2.11, are given by

sinmwt/T cosamt/T
wt)T 1 —4a2t2/T?

s(t) =

For fixed nonzero a, the tails of the pulse s(¢) decay as 1/¢> for large |¢|. Although the
pulse tails persist for an infinite time, they are eventually small enough so they can be
truncated with only negligible perturbations of the zero crossings.

2.5

Eye diagrams

For an antipodal signaling waveform using the pulse s(¢), the set of all possible data-
streams corresponds to the set of all possible sequences of the values ay = £A for
¢ =...,—1,0,4+1,.... Therefore, corresponding to the infinite number of possible
datastreams, one obtains an infinite number of possible waveforms, each of the form

o0

c(t) = Z aps(t — L£T).

l=—00

Figure 2.12 shows some of these waveforms superimposed on a common graph using
the Nyquist pulse

sinmt/T cosmt/2T
wt)T 1 —12/T%"

s(t) =

The superimposed waveforms in Figure 2.12 form what is called an eye diagram.
Every waveform forming the eye diagram neatly passes through either +A or —A at
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Figure 2.13. Eye diagram for a four-level baseband waveform.

every sampling instant according to the values of its data sequence. Between sampling
instants, however, the waveforms take values that depend on the pulse shape s(¢) and the
specific sequence of bits. Figure 2.12 should make it visually apparent why a Nyquist
pulse other than a sinc pulse should be used. The waveforms in the figure do not have
unreasonably large values between the sampling instants, but if a sinc pulse were used,
some very large excursions of the waveforms would occasionally occur because of the
constructive superposition of sidelobes.

Another observation from Figure 2.12 is that the waveforms do not cross the zero
line at the same time. If the system uses the zero crossings to synchronize time — as
some systems do — there will be some data-dependent time jitter in the local clock.

The eye diagram for a multilevel signaling waveform is defined in the same way. It
is the set of all possible modulated waveforms c(¢) superimposed on the same graph.
The eye diagram for a four-ary ASK waveform, shown in Figure 2.13, consists of the
superposition of many signaling waveforms, each of which passes through one of the
four values —3A, —A, A, or 3A at every sampling instant. As before, the data is found
by the value of ¢(#) at the sampling instants. The values of ¢(¢) between the sampling
instants are related to the shape of the spectrum of the Nyquist pulse s(7).
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Differential modulation

An alternative modulation convention for converting a user datastream into a baseband
waveform that is sometimes preferred is described in this section. Figure 2.14 shows a
waveform in which the data bits are used to define the transitions in the pulse amplitude
rather than the amplitude itself. This waveform, which looks like NRZ, is called NRZ
inverse (NRZI). It can be defined mathematically as

o0

c(t) = Z aps(t — €T)

{=—00

where a; = 0 if the ¢th data bit is equal to the (¢ — 1)th data bit, and otherwise
ag = A. The pulse s(?) is a rectangular pulse of width 7. The NRZI waveform requires
a reference bit at the start that does not convey a data bit. If the datastream begins at
time zero, say, then seta_; = 0.

The NRZI waveform may be used in conjunction with a demodulator that uses a
transition detector. This is because a transition detector does not reproduce a trans-
mitted NRZ bitstream. Instead, at each bit time, it produces a zero bit if the current
channel waveform level is the same as the previous channel waveform level; otherwise
it produces a one. Therefore, this demodulator does recover the datastream modulated
into the NRZI waveform.

The behavior of the transition demodulator has something of the nature of a differ-
entiation; indeed, this demodulator is often implemented with a differentiator and a
threshold. This kind of demodulator is frequently used in applications where a differ-
entiation occurs naturally as part of the receiver, as in many read heads for magnetic
tapes and disks. Since a differentiation is inevitable in such applications, one might
choose a waveform that can be so demodulated.

If for an NRZI waveform, however, a demodulator reconstructs instead the bit
sequence ay /A, then the demodulator output datastream is not equal to the input data-
stream; it has been changed. In this case, the modulator sends (or writes) the data as
NRZI data, but the demodulator senses (or reads) the data instead as NRZ data. One
might also have the opposite situation where the modulator sends the data as NRZ and
the demodulator senses the data as NRZI. In either case, an additional device must be

Figure 2.14. Example of an NRZI waveform.
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Channel

()

Postcoder

Figure 2.15. Precoder or Postcoder for NRZI.

State 0/0 0/0 0/0

M
1/0
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Figure 2.16. Trellis for NRZI.

used to reconvert the data between the two forms because the user will want the data
returned to its original form.

A waveform with data represented in one form, such as NRZI, can be made to look
like a waveform with data represented in another form by the use of an operation prior
to the modulator that prepares the data. A precoder is a transformation on a bitstream
prior to entering a channel that cancels another transformation that will take place on
the bitstream within the modulator/demodulator or within the channel. The cascade of
the precoder and the modulator/demodulator returns the bitstream to its original form.
Figure 2.15 shows a precoder for an NRZI waveform that is demodulated as NRZ.
The plus sign denotes a modulo-two adder, or an exclusive-or gate, and the box is a
delay of one time unit. The precoder requires only that the initial reference level for
the NRZI modulation is the zero level. Alternatively, one can use a device following
the demodulator. Then it is known as a postcoder. The precoder shown in Figure 2.15
works equally well as a postcoder for an NRZI waveform demodulated as NRZ. It does
not matter whether the logic circuit is placed prior to the modulator or following the
demodulator.

The NRZI waveform is our first example of a channel waveform with memory within
the waveform. In later chapters, we shall encounter channel waveforms with much more
elaborate memory. To keep track of these kinds of waveforms, a kind of graph known
as a trellis is very useful. Figure 2.16 gives a trellis for the NRZI waveform.

In the trellis of Figure 2.16, there are two nodes in a column, denoting the states 0
and 1. These nodes represent the two levels that the waveform could have had at the
previous time instant. The column of states is replicated horizontally to represent the
possible states at successive time instants. The horizontal direction represents time,
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and the column of nodes is replicated at each time instant. The nodes are connected
by branches that show how the situation might change. Each branch is labeled by two
bits. The bit on the left is the new data bit that takes the system to a new state. The bit
on the right is the new channel bit. In this simple example, the new channel bit and the
new state are equal. This need not be true in other labeled trellises.

The notion of a trellis will be used later in more general situations. A general trellis
consists of a set of nodes arranged in a vertical column used to represent the state of a
memory at a single time instant; each of the nodes represents one of the possible states
of the memory. Each step through the trellis is called a frame of the trellis. Permissible
transitions in the state of the memory are depicted by lines connecting the nodes at
successive time instants. One can see how the state changes with time by following a
path through the trellis. The branches are labeled with data bits, and in this way, the
data bits specify the path. The branches are also labeled with the channel bits to the
right of the data bit labels. The sequence of channel bits on the path taken through the
trellis forms the channel sequence.

We shall examine many trellises in later chapters.

2.7

Binary orthogonal signaling at baseband

A much different kind of binary signaling waveform can be defined that uses two
different pulses to represent the two bit values. Two such pulses, so(¢) and s1(¢), are
called an orthogonal pair of pulses' if they satisfy

x
/ so(t)sy(1)dr = 0.
—00

For baseband signaling, both s¢(¢) and 51 (¢) are real-valued pulses. Usually there is also
an implied requirement that both pulses are Nyquist pulses and that, for all integer £,

0
/ so(t)sy(t — £T)dt = 0.
—0oQ
This condition will hold trivially if both pulses are supported only on the interval
[—T/2,T/2].

To modulate the datastream into a channel waveform, let

c(t) = Z lagso(t — £T) + agsy (t — £T)]

l=—00

' Although we use only real pulses for baseband signaling, we regard it as good practice here to write a complex
conjugate here because it would be required if the pulse were complex. For real pulses, the complex conjugation
operator * is completely superfluous.
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Figure 2.17. An example of a binary orthogonal waveform at baseband.
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Figure 2.18. Another example of a binary orthogonal waveform at baseband.

where

(A,0) if the £th data bitisa 0

(@:40) = 10,4y if the £th data bitis a 1.

This waveform is called a binary orthogonal signaling waveform.

One example of a binary orthogonal signaling waveform is shown in Figure 2.17.
Clearly, that pair of pulses, so(¢) and s1(¢), is an orthogonal pair. The waveform has
the appearance of a binary antipodal waveform with a bit duration of 7/2. In fact,
however, it is something different. This example shows that one cannot always identify
a signaling waveform from its appearance alone.

A second example of a waveform for binary orthogonal signaling is the pair of pulses

so(t) = sin 27fot 0<tr<T

s1(t) = sin 2xfit 0<t<T
with
T
/ sin 27 fot sin 2r fitdt = 0,
0

as shown in Figure 2.18. To ensure that the pulses are orthogonal, the frequencies f and
f1 are chosen to have the harmonic relationship fy = m/(2T) and f; = m’/(2T) where



49

2.8 M-ary orthogonal signaling at baseband

m and m’ are distinct positive integers. When fj and f] are very large in comparison to
1/T, this signaling waveform is better treated as a passband waveform. Then it is called
(binary) frequency-shift keying (FSK). Moreover, any pair of orthogonal signaling
waveforms often is loosely referred to as binary FSK, the general case then taking its
name from the special case.

2.8

M-ary orthogonal signaling at baseband

In general, we are concerned with both the power and the bandwidth used by a wave-
form. A channel for which the power constraint is the more important constraint is
called a power-limited channel. A channel for which the bandwidth constraint is the
more important constraint is called a bandwidth-limited channel. Of course, both con-
straints are important in every application, but usually one or the other is of primary
importance.

In Section 2.3, we studied a signaling method known as M-ary pulse amplitude
modulation, which is suitable for channels with a tight bandwidth constraint. In this
section, we shall study M-ary orthogonal signaling at baseband, which is suitable for
channels whose bandwidth constraint is so weak that it can be ignored, but for which
power must be limited. In contrast to the M-ary orthogonal signaling alphabets, which
use M distinct pulses, are the M-ary signal constellations, which are used with a single
pulse.

The pulse alphabets for M -ary signaling without a bandwidth constraint that we shall
study are the orthogonal pulse alphabets and the simplex pulse alphabets. These signal-
ing alphabets are the most important by far, both in practice and in theory, whenever the
bandwidth constraint is not a factor. Nonorthogonal pulse alphabets may also be used
when there is no bandwidth constraint, but orthogonal pulses are generally preferred.
The reason for the orthogonality condition is to make the pulses easy to distinguish in
the presence of noise.

Definition 2.8.1 An M-ary orthogonal pulse alphabet is a set of M pulses sy, (t) for
m=0,...,M — 1 having the properties of equal energy and orthogonality, given by

o0 N _J1 m=n
/;wsm(t)sn(t)dt_{o mn

and
o0

f sm(t)sf;(t —LT)dt = 0 £ #£0.
—0oQ

In this section we consider only pulse alphabets of real pulses. Waveforms that form
an orthogonal pulse alphabet are usually designed to have a finite interval of duration
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T as their common support and this property means that the second condition of the
theorem is trivial.

Usually for applications, M = 2 for some integer k. To use the M-ary pulse alphabet,
one must assign one k-bit binary number to each of the 2 pulses of the pulse alphabet.
A k-bit number is transmitted at time £7 by transmitting the pulse s,,(t — £T) assigned
to that k-bit number.

An M-ary modulator is a device that, upon receiving discrete symbol m, forms pulse
sm(t) and passes As;, (7) to the waveform channel. To transmit a stream of binary data,
the datastream is broken into k-bit words; the £th such word defines a k-bit number i,
that is mapped into the pulse s, (t). The transmitted waveform is

ct)= Y Asp(t—LT).

£=—o00

An M-ary demodulator is a device that, based on the noisy output of the waveform
channel, forms an estimate, 71, of the integer my at the input to the modulator at the £th
input time. The waveform channel, combined with an M-ary modulator and an M-ary
demodulator, constitutes a finite-input, discrete-time channel. When 7, is not equal to
my the demodulator has made a symbol error at time £7 .

Figure 2.19 shows examples of signaling waveforms using three different sets of
four-ary orthogonal pulses. They are known as four-ary frequency-shift keying (FSK),
four-ary pulse-position modulation (PPM), and four-ary code-shift keying (CSK). A
four-ary CSK waveform is shown in Figure 2.20. Larger alphabets of M-ary orthogonal
pulses, perhaps with M equal to 32 or 64, are in common use. All of these kinds of

/N N\ R |
N [
VOV L
AN ANNANVAN .
V V V —
a) 4-ary FSK b) 4-ary PPM c) 4-ary CSK

Figure 2.19. Some examples of baseband four-ary waveforms.
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I [ ] [
[ | I

Figure 2.20. Example of a four-ary CSK waveform.
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orthogonal pulse alphabets are sometimes referred to collectively as M-ary FSK (or
MFSK), where now the term FSK is used in the looser sense to mean orthogonal
signaling.

The total transmitted energy £, = A? is used to transmit a symbol that conveys
k = log, M bits. To express the energy in a standardized way so that performance can
be readily compared for various values of M, the energy per bit is defined as

E, E,

Ep=—=——.
k  log,M

The energy per bit E}, is a more useful way to state performance; the energy per pulse
E,, is the more tangible quantity.

Any orthogonal set of M pulses can be used to construct another set of M pulses
known as a simplex pulse alphabet.” The average of all the pulses is subtracted from
each individual pulse. Thus

M—1

1
gn(®) = sm(®) = - D sm(®).

m=0

The simplex pulses have less energy than the orthogonal pulses. This is shown by the
simple calculation

* 2 2 1
E, = _OOA lam (@) Pdt = (1= - ) Ep.

The simplex pulses are not orthogonal. Rather, they have the stronger property of
negative correlation. For m # m/, the correlation is

o 1
/_OO Gm ()G (D)l = =
We shall see in Chapter 3 that a simplex family of pulses constructed from an orthogonal
family has the same probability of error as the orthogonal family of pulses even though
the energy is less.

Any M /2-ary orthogonal set of pulses can be used to construct another set of M
pulses, known as an M-ary biorthogonal pulse alphabet. The biorthogonal alphabet
of M pulses consists of the M /2 orthogonal pulses and the negatives of the M /2
orthogonal pulses. The biorthogonal pulses either have a correlation equal to zero or to
the negative of the pulse energy. The latter case occurs only when a pulse is correlated
with its own negative. Of the M (M — 1)/2 distinct cross-correlations, M /2 of them
will be negative and the rest will be zero.

2 More directly, we could define an M-ary simplex pulse alphabet, renormalized, as any set of M pulses gy (r) of
unit energy such that the correlation of any two distinct pulses is —1/(M — 1).
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Power density spectrum of baseband waveforms

When modulated with a deterministic datastream of finite duration, the channel
signaling waveform

n—1

c(t) = aps(t —€T)

£=0

has a Fourier transform that can be calculated by using the delay theorem as

n—1
C(f) =5 ae T

=0

= S(HA).

The spectrum C(f) factors into a pulse-shape factor S(f) and an array factor A(f).
The array factor depends on the actual values taken by the data, so we cannot actually
determine A(f) without knowing the data. The array factor A(f) is random if the data

is random.
When modulated with a datastream that is infinitely long, the channel signaling
waveform
o
c(t) = Z ags(t — £T)
{=—o00

has infinite energy, so it does not have a Fourier transform. Moreover, we do not know
the actual data sequence. Indeed, it would be artificial to study only one data sequence.
Instead, we usually prefer a description that is actually more useful: a probabilistic
description. Loosely, we may expect that if n is very large and the data is random, then
the particular A(f) will not be important and |C(f)|> will have nearly the same shape
as |S(f)|?. This heuristic picture can be made rigorous by going immediately to the
case of an infinitely long and random datastream. Then c¢(#) becomes a random process;
the properties of this random process are suggested by the eye diagrams that are shown
in Figures 2.12 and 2.13.

To describe the random process c(f), one wants to deal with some form of the power
density spectrum. However, c(f) is not stationary, so as it stands, it does not have
a power density spectrum. This difficulty can be handled in two ways — either by
treating c(t) as a kind of random process known as a cyclostationary random process,
or alternatively, by introducing a random time delay so that the waveform c(¢) now has
no preferred time instants. We will choose the latter approach. The antipodal signaling
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waveform now becomes the stationary random process

o0

c(t) = Z aps(t — €T — &)

{=—00

where « is uniformly distributed over [0, T], and the a; are independent random vari-
ables taking values in the signal constellation. The autocorrelation function of the
random waveform is

R(7) = Elc(®)c(t + 1)]

o0

o0
=E Z Z araps(t — 0T —a)s(t +7 — T — )

{=—00l/=—00

Move the expectation inside the sum and recall that the random variables a, and « are
independent to obtain

R(t) = Z Z ElacapE[s(t — T — a)s(t + 7 — €T — )]

{=—00{/=—00

=a? > Els(t— LT —a)s(t + 1 — LT — )]

{=—00

because E[agap] = a8,y Finally,

2 X T
R(r) = - Z / st — LT —a)s(t+ 1 — LT — a)da
r l=—00 0

5 o0
a2

e+nT
=E Y [ se—ssus -
r = Jr

; 00
?/_Oo s(t)s(t + 7)dt.

The power density spectrum ®.(f) of the random waveform c(¢) is the Fourier
transform of R(t), and so it is proportional to |S(f) |2. Thus

a? 5
S.(f) = ?|S(f)| .

The power density spectrum of c¢(?) is related to the transform of a single pulse. The
bandwidth occupied by the modulated waveform c(¢) is the same as the bandwidth
occupied by the pulse s(z).
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Problems for Chapter 2

2.1.

2.2.

2.3.

24.

2.5.

2.6.
2.7.

2.8.

The following two sequences of blocklength four are orthogonal

because ) ; a;b; = 0.

a. Construct four sequences of blocklength four that are orthogonal.

b. Can you construct eight sequences of blocklength 4, with “chips” taking
the value 1, —1,j, —j, (j = \/—_1 ), that are pairwise orthogonal using the
definition ) ; a;b? = 0 for orthogonality of complex sequences?

c. Repeat part b by using the definition ) ; a;b; = 0 for orthogonality.

d. Repeat part b by us1ng the definition Re[) _; a;b;] = 0 for orthogonality.

Let g, (t) form = 0,. — 1 denote the elements of a simplex pulse alphabet.

Define the squared euchdean distance between two pulses as

o
d*(qm qu) = / | (1) — e (D).
—0o0

For a simplex alphabet, show that the squared euclidean distance d2 (g, gm'),

where m is not equal to m7’, is a constant that is independent of m and n?'.

Prove that an antipodal signaling waveform c(¢) based on sinc pulses will

occasionally take on values larger than any constant, no matter how large the

constant.

a. Show that when M equals 2, M-ary biorthogonal signaling reduces to binary
antipodal signaling (BPSK).

b. Show that when M equals 2, M-ary simplex signaling reduces to binary
antipodal signaling (BPSK).

A four-level ASK waveform is used on a channel with a possible sign inversion

(“gain” of £1). Design a differential encoding scheme to make this sign change

“transparent”.

Sketch a family of eight-ary biorthogonal pulse alphabets.

The legacy telephone channel can be grossly characterized as an ideal passband

channel from 300 Hz to 2700 Hz.

a. Choose a signal constellation and a symbol rate to obtain a 9600 bits/second
telephone line modem.

b. Choose a pulse shape s(¢) that will pass through the channel without causing
intersymbol interference. Describe the transmitted waveform.

Afilter whose impulse response is a Nyquist pulse is called a Nyquist filter. Does

the cascade of two Nyquist filters, in general, equal a Nyquist filter? Find the
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2.9.
2.10.

2.11.

2.12.

2.13.

set of all Nyquist filters that will produce another Nyquist filter when cascaded
with itself.

Prove that a pulse s(¢) with a raised-cosine spectrum is a Nyquist pulse.

Let

s(t) = cos(mwt/T)rect(t/T).

a. Find the bandwidth B containing 90 percent of the pulse energy. That is,

B/2
/ IS(f)|*df = 9E,.
—B/2

b. Find the bandwidth B containing 90 percent of the power of a binary antipodal
signaling waveform that uses s(t).

Prove that if sq(¢) and s1(¢) are orthogonal baseband pulses whose spectra are

confined to bandwidth W, then so(¢) cos 2w fyt and 51 (¢) cos 2w fyt are orthogonal

pulses as well, provided fy is larger than W. Give an example for which the

statement fails when fj is smaller than W.

A binary orthogonal signaling waveform at baseband is given by

c(t) = Z [agso(t — £T) + ags1 (t — €T)]

f=—00

where so(¢) and s1(¢) are orthogonal with transforms So(f) and S;(f), and

(1,0) if the ¢th data bitis a 0

(ac,ar) = {((), 1) if the £th data bitis a 1.

Find the power density spectrum of c¢(¢#) when made stationary by including a
random time offset.

A baseband antipodal signaling waveform using the pulse shape of width 77,
described by

1 —-Tp/2<t<0
) =
s® {—1 0<1<Ty2,

is called a Manchester signaling waveform. An inverse Manchester signaling
waveform is defined as

c(t) = Z aps(t — £Tp)

£=0

where a; = 1 if the £th data bit is the same as a¢_ 1, and otherwise ay = —1.
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2.14.

2.15.

2.16.

Design an encoder and decoder to use with a baseband antipodal modulator and
demodulator with bit duration 73,/2 to obtain an inverse Manchester waveform
with bit duration 7}

Suppose that a channel A(f) and a pulse s(¢) are given with transforms as
illustrated.

H(f) S(f)

a. Show that the pulse can be used for binary antipodal signaling transmitted
at a rate of 2B bits per second without intersymbol interference at the output
of the channel. Is there intersymbol interference at the input to the channel?

b. What might be the purpose of including nonzero energy in the transmitted
pulse at frequencies that are not received at the channel output?

c. Find s(¢) and the time-domain pulse shape at the filter output.

d. Is s(¢) a Nyquist pulse for any signaling interval?

Let

4 cos(2nt/T)
aN/T 1 — (4t)T)%

s(t) =

a. Find s(¢) * s(—1).

b. Contrast the zeros of s(t) with the zeros of s(f) * s(—1).

c. Is s(t) a Nyquist pulse? Is s(¢) * s(—t) a Nyquist pulse?

A baseband pulse has a transfer function S(f) that is a trapezoid as illustrated.

S(f)

1 1
le——2W,—>! f

| 2w |

Prove that, for some 7, the pulse s(¢) is a Nyquist pulse. At what spacing are
its zeros? Prove that, when the pulse s(¢) is convolved with itself, the result of
the convolution is not a Nyquist pulse.
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Notes for Chapter 2

The design of pulses that are free of intersymbol interference was studied by Nyquist
(1928). The construction of waveforms without intersymbol interference is the con-
verse of the sampling problem, so it is not surprising that Nyquist’s work deals with
both topics. The M-ary orthogonal communication systems were first derived and ana-
lyzed by Kotel’nikov (1959), and studied further by Viterbi (1961). The simplex codes
were studied by Balakrishnan (1961), who showed that simplex codes are locally opti-
mal. It has never been proved that simplex codes are globally optimal. A long-standing
conjecture states that, of all M-ary pulse alphabets of energy E,, none has a smaller
probability of error when used on a white gaussian-noise channel than a simplex fam-
ily. The NRZI waveform is also called differential binary. When used as a passband
waveform, it is called differential phase-shift keying (DPSK).
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3.1

Baseband Demodulation

The function of a digital demodulator is to reconvert a waveform received in noise back
into the stream of data symbols from the discrete data alphabet. We usually regard this
datastream as a binary datastream. A demodulator is judged by its ability to recover
the user datastream with low probability of bit error even when the received channel
waveform is contaminated by distortion, interference, and noise. The probability of
symbol error or bit error at the demodulator output is also called the symbol error rate or
the bit error rate. The demodulator is designed to make these error rates small. We shall
concentrate our discussion on optimum demodulation in the presence of additive noise
because additive noise is the most fundamental disturbance in a communication system.

The energy per data bit is the primary physical quantity that determines the ability
of the communication system to tolerate noise. For this purpose, energy (or power)
always refers to that portion of the energy in the waveform that reaches the receiver.
This will be only a small fraction of the energy sent by the transmitter.

The study of the optimum demodulation of a waveform in additive noise is an appli-
cation of the statistical theory of hypothesis testing. The basic principles are surprisingly
simple and concise. The most basic principle, and the heart of this chapter, is the princi-
ple of the matched filter. A very wide variety of modulation waveforms are demodulated
by the same general method of passing a received signal through a matched filter
and sampling the output of that matched filter. In this chapter, we shall study the
matched filter and apply it to the demodulation of baseband signaling waveforms. The
demodulators studied in this chapter deal with only one symbol at a time. Sequence
demodulation, which is necessary whenever the channel output exhibits intersymbol
interference, either intentionally or unintentionally, will be studied in Chapter 4. The
matched filter will be applied to passband waveforms in Chapter 6.

The matched filter

Let As(t) be a pulse of finite energy Ej:

E, = / " s P = f TSP < 00
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where the constant A is included so that we may set the energy of s(¢) equal to one
whenever convenient. Equality of the integrals in the time domain and the frequency
domain is a consequence of Parseval’s formula. In this chapter, we shall restrict s(¢) to
be a real function of time in order to ensure clarity and because baseband waveforms,
which we treat in this chapter, are real. However, with very little change, the ideas of this
section also apply to complex functions of time, as we shall see in Chapter 6. Therefore,
although this chapter deals only with baseband (or real) signals the derivation of the
matched filter is written so that it can be read for the passband (or complex) case as well.

2 correlation func-

Let n(?) be zero mean, stationary baseband noise with variance o
tion ¢ (t), and power density spectrum N (f). It is not necessary in this section to
specify the noise in any further detail. In later sections of this chapter, the noise will
be made more specific by giving its probability density function, usually a gaussian
probability density function.

If the received signal consists of the pulse As(¢) in additive stationary noise, it is
v(t) = As(t) + n(t).
If the received signal consists of noise only, it is

v(t) = n(t).

Our task for the moment is to design a procedure that will detect whether the received
signal v(t) consists of a pulse in noise or of noise only. We choose at this time to consider
only the class of linear detectors. That detection procedure is to pass the received signal
v(t) through a filter with impulse response g (¢), as shown in Figure 3.1, and then to test
the amplitude of the signal at the output of the filter at time instant 7. If the amplitude
at time #¢ is larger than a fixed number, ®, called a threshold, the decision is that the
pulse As(?) is present in the received signal v(¢). If the amplitude is smaller than the
threshold, the decision is that the pulse is not present in v(¢). It remains only to choose
the filter impulse response g(¢) and the decision threshold ©.
The output of a filter with impulse response g(z) and input As(z) + n(z) is

u(r) = / g&)[As(t — &) +n(r — §))d§.

C1 o, N TN,

fo

v(t Threshold[—> Yes
As(ty—{+) u g() at Time t,

—> No

Figure 3.1. Detection of a pulse in noise.
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We do not yet restrict g(¢) to be a causal filter, so we have set the lower limit to —oo.
Because n(¢) is a random process, the filter output is a random process. We denote the
expected value of u(t) by Ar(t), which is the noise-free output of the filter, and the
variance of u(t) by o2. That is,

Ar(t) = E[u(1)]

o’ = var[u(?)].

The variance o2 does not depend on  because n(t) is stationary.

The filter g(¢) should be chosen to pass the signal s(¢) and to reject the noise n(z).
Because it cannot fully achieve both of these goals simultaneously, the filter is chosen
as the best compromise between the two goals. Specifically, we choose to maximize the
ratio of signal power to noise power at the single time instant # = 0. The signal-to-noise
ratio at time zero is simply the ratio S/N = [Ar(0)]? /0’2. We choose g(#) to maximize
the signal-to-noise ratio S/N. The filter g(¢) that achieves this maximum is called the
matched filter for pulse As(¢) in noise n(t). We shall derive the matched filter in this
section.

The matched-filter demodulator is optimal in the restricted class consisting of demod-
ulators with this linear structure, although it need not be optimal in the larger class of
all possible demodulators. It is not at all obvious at this point that restricting the search
to demodulators of this form is the optimum thing to do. Indeed, in general, it is not. It
is true, however, that if the noise is gaussian, the matched filter is the first step in any
optimum demodulation procedure. This is a consequence of the maximum-likelihood
principle, which will not be studied until Chapter 7. Even when the noise is not gaus-
sian, it is still a very practical and widely-used demodulation procedure. We shall study
demodulation more fully in the next section, and there we shall see the role of the
matched filter in digital communication.

To proceed, first determine Ar(t) as follows:

Ar(t) = El[u(1)]

=E [/ 8(E)[As(t — &) +n(r —é)]dé} :

The expectation operator can be passed inside the integral, which, because g (z) is not
random, leads to

Ar(r) = / ¢(®)[E[As(t — £)] + Eln(t — £)]IdE.
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But E[As(¢)] = As(¢) because the pulse is not random, and E[n(¢)] = 0 because n(r)
has zero mean. Therefore the expected value of the output Ar(¢) at time zero is the
signal component at the output of the filter at time zero. In particular,

wmzf g (E)s(—E)dE.

Next, Parseval’s formula

/ maw@ws=f AHB (f)df

can now be used on the right side with a(§) = g(&) and b*(§) = s(—&). Because
the Fourier transform of b(f) = s*(—1) is easily found to be B(f) = S*(f), and
(S*(f)* = S(f), we conclude that

r@zf G(OS(P)df,

and

2

lArO)* = ‘A/ G(H)HS(HHrdf

is the signal power S at time zero.
Next, we find an expression for the noise power. The variance of u(0) is

var[u(0)] = E[|u(0) — E[u(0)] %]

=E[f g(él)n(—él)d&f g(éz)n(—éz)déz]

= / / g8 EDE(=§n(—§&2)1d§1d&.
Now recall that E[n(—£&;)n(—&>)] is the correlation function ¢ (§1 — &>). Thus:
o? =/ / g(1)g (6281 — &2)d§1d&y.

Make the change of variables n = & — & and & = &1. Then d§,d%> = dédn and

<ﬂ=/ mm/ ¢(E)g(& — n)dedn.
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The inner integral is the convolution of g (¢) with g(—¢), which has the Fourier transform
|G(f) |2. The first term ¢ () has the Fourier transform N (f). Therefore, by Parseval’s
formula,

az=/ N(HOIG()IPdf .

This is the noise power N at the output of g(#). Our task is to maximize the ratio S/N
by the choice of G(f).

The development of the matched filter makes use of a fundamental inequality of
functional analysis, known as the Schwarz inequality, which we shall derive first.

Theorem 3.1.1 (Schwarz inequality) Let r(t) and s(t) be finite energy pulses, real-
valued or complex-valued. Then

/ - |r(£)|dt / - ls(0)|*dt > / - P (t)s(t)dt

—00 —00 —00

2

with equality if and only if r(t) is a constant (real or complex) multiple of s(t).

Proof Leta and b be any constants, real or complex. Then, because |ar(t) — bs(?) 12
is never negative, we have the inequality

offmmmrme#

with equality if and only if ar(¢) — bs(¢) is zero for all ¢. Therefore expanding the
square,

0< |a|2/ |r(t)|2dt—ab*/ r(t)s*()dt

—00

—a*b/oo r*(0)s(t)dt + |b|2/c>o ls(r)|%dt

with equality if and only if ar(¢) — bs(¢) is zero for all . Now choose the constants a
and b as follows:

a= /00 r*(6)s(t)dt

b= foo |r(0)|?dt.

—0o0
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For these constants, the inequality becomes
o0
0 < |al*b — aba* — a*ba + |b|2/ |s(r)|*dt.
—o0
The constant b is real and positive. It can be canceled to give
o0
0<—la*+b / s (o) dr,
—00

which is equivalent to the statement of the theorem. |

We are now ready to state the matched filter. In proving the following theorem, we
make use of the fact that the noise power density spectrum N ( f) is real and nonnegative
at each f and so has a square root at each f.

Theorem 3.1.2 Suppose that the input pulse As(t) is received in additive gaussian
noise whose power density spectrum N (f) is nonzero at all f. The signal-to-noise
power ratio S/N at the output of the filter g(t) satisfies

S [ IS(P
N =4 /_oo v U

and equality is achieved when the filter is specified as

S*(f)

G(f) = .
(f) N )

Proof The signal power and the noise power were each calculated earlier in the
section. The signal-to-noise power ratio satisfies the following:

s A enspdrf
N NDIGHPf

|A|?

2
[ NG L gf
N(f)2
[ NOIG)Pdf

_ AP NGRS [ SO gf
TR NG Pdf

IS(f)I2
= [ N(f)
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where the inequality is the Schwarz inequality. This bound does not depend on the filter
G(f). Choosing

S*(f)

G(f)=C
) N

for any (real or complex) constant C makes the signal-to-noise ratio equal to the bound.
Hence this filter provides the maximum signal-to-noise ratio. This completes the proof
of the theorem. |

The filter given in Theorem 3.1.2 is known as the matched filter, and sometimes,
when N (f) is not a constant, as the whitened matched filter. Any constant multiple
of the matched filter is also a matched filter. Notice that we did not assume that the
noise is gaussian. The matched filter maximizes signal-to-noise ratio at time zero for
any covariance-stationary noise. More generally, the filter

S*(f) _jous
G =C J 0
(f)=Cx ¢

maximizes the signal-to-noise ratio at time #.

The signal-to-noise ratio is maximized by the matched filter. To decide whether the
input to the matched filter consists of a pulse in noise or of noise only, the output signal
at time ¢ is tested by comparing it to a threshold ®. If the output u(#) at time 7y exceeds
the threshold ®, then a pulse is declared to be present. If the threshold ® is set low,
then a pulse will rarely be missed, but noise will often be mistaken for a pulse. If the
threshold is set high, then noise is unlikely to be mistaken for a pulse, but a pulse is
more likely to be missed. By choice of ®, one can trade off the probability of falsely
declaring a pulse when there is none against the probability of missing a pulse when it
is there.

If the power density spectrum of the noise is constant, then the noise is called
white noise. By convention, the power density spectrum of white noise is expressed as
N(f) = No/2 and

S*(f)

G(f) = CNo/z'

In this case, it is convenient to choose for the constant C = Ny/2 so that

G(f)=S"(f)

and, as stated in the next theorem,

g(t) = s*(=1).
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The filter s*(—1) is then simply known as the matched filter. The complex conjugate
is superfluous in this chapter because s(¢) is real, but it is included because we will
encounter complex s(¢) in later chapters.

Corollary 3.1.3 Suppose that the pulse As(t) satisfies [ |s(t)|?dt = 1. In additive
white noise of power density spectrum No/2 watts per hertz, the maximum signal-
to-noise power ratio at the output of a filter g(t) is achieved by the matched filter
g(t) = s*(—t), and is

A?  2E,
o2 No

where E, = |A|? is the total energy in the signal pulse As(r).

Proof When N(f) = Np/2 and G(f) = S*(f), the output noise variance is

#=/ N(HOIS(F)*df

==

and the output signal-to-noise power ratio becomes

S _ [T ARSOR
N | No2
2E,
N
AP
0'2.

Moreover, because

sen=/wSUwﬂW#,

—00

the inverse Fourier transform of S*(f) is s*(—t), and so g(¢t) = s*(—t), as was to be
proved. |

Notice that, when the noise is white, the shape of the signal pulse plays no role in
calculating the output signal-to-noise ratio. Only the energy of the pulse matters. This
means that one is free to use as a signaling pulse any pulse shape based on criteria other
than signal-to-noise ratio.
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The output of the matched filter at the sampling instant
oo
w0 = [ 5o
—00

(o)
= / v(t)s* (£)dt
—00
is the correlation between the received signal v(¢) and the transmitted pulse shape s(¢).
Thus one can take the view that the function of the matched filter is to compute this
correlation.
The expected value of the matched-filter output is

o0
Ar(1) =A/ s(&)s* (& — ndé.
—00
The integral here is sometimes called the autocorrelation function of the pulse s(¢).
The matched filter s*(—¢) will usually be a noncausal filter. To remedy this if s*(—1)
is zero for times ¢ less than —#y, offset the impulse response by a delay time #, so that

gt) =s%(tp — 1),

which is now a causal filter with a delay #, the signal-to-noise ratio will be maximized
at time 7y rather than at time zero. An example of a matched filter that includes a time
delay to make it causal is shown in Figure 3.2. If, instead, the pulse s(¢) has tails that go
on indefinitely, as does the gaussian pulse, then it will not be possible to make s*(z9 — 1)
causal. Figure 3.3 shows the situation for which the matched filter is not causal for any
finite #9. In this case, one can approximate the matched filter as closely as desired by

M\

Pulse Shape Matched Filter Response

choosing 7 large enough.

Figure 3.2. Example of a matched filter.

N

Pulse Shape Matched Filter Response

Figure 3.3. Example of an approximate matched filter.
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There is a slight problem with units whenever we write the pulse as s(#) and the
impulse response for the matched filter as s*(—¢) because then the output signal of the
matched filter at time # is £, and the output signal power is EI%. This is dimensionally
unsatisfactory because the output power has the units of joules-squared. This is why we
find it convenient to redefine the input pulse as As(¢) and the matched filter as s*(—1),
where now the normalized pulse s() has energy equal to one and As(¢) has energy |A|>.
Then the expected output of the matched filter s*(—7) is

/Oo Als(t)|?dt = A.

—0o0

Similarly, with the filter s(—¢), the output noise power now is

o2 = f NHISCH)Paf

This is summarized in the following theorem.

Theorem 3.1.4 The signal output Ar(t) at time zero of the filter s*(—t) matched to
pulse As(t), with energy E, = |A|?, is equal to A. If the input noise is white, the output
noise variance is Ny /2.

If there are two or more pulses in a discussion, we may have a matched filter for
each of them, with all matched filters fed by the identical noisy signal v(¢). We are then
interested in the correlation between the output noise samples.

Theorem 3.1.5  Filters with common input that are matched to real orthogonal pulses
have uncorrelated noise outputs at time zero if the common noise input is white noise,
and independent noise outputs if the common noise input is white and gaussian.

Proof Consider the outputs of two filters matched to real pulses s;(¢) and s;(¢). Let n;
and n; be the noise outputs of the real filters s;(—¢) and s;(—?) at time zero. Then

Elninj] = E [ / n(E)si(—£)dE f n@’)s,-(—s’>ds’]
_ / / 5:(—€)sj(—EEln(E)n(E)dEdE .
Because the noise is white, E[n(§)n(§')] = (No/2)8(§ — &’). Therefore

o0 N
Elnimn] = f (805 (~E) 2 8 (E — §dEds’
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Sample Signal = A
So(-t —>
o) ito Noise = %

Asy(t) + n(t
of % Noise Correlation = 0

Sample Signal =0

o sy(~t > N
10 této Noise = —2
= 2

Figure 3.4. Matched filters for orthogonal pulses.

Carrying out one integration gives

No [
Bl =5 [ si-6(-e)de.
2 )
Because when i # j, the pulses s;(¢) and s;(¢) are orthogonal, the final integral equals
Zero, so

E[nn] =0

when i # j. The noise outputs n; and n; are uncorrelated at = 0 when i # j. If the
noise inputs are gaussian, then the outputs are also gaussian and so they are independent
because uncorrelated gaussian random variables are independent. |

Theorems 3.1.4 and 3.1.5 contain some of the more important properties of matched
filters. These properties are portrayed in Figure 3.4. Theorem 3.1.5 also implies several
other important facts. Suppose that the real pulse s(¢) satisfies

/00 s(t)s(t — €T)dt = 0.

Then s(¢) and s(¢ — £T) are orthogonal. When excited by As(t), the real filter s(—¢) will
have output signal Ar(¢) equal to zero at time £T for £ # 0, and equal to A at time zero.
Thus the output r(¢) is a Nyquist pulse. Theorem 3.1.5 tells us further that with white
noise at the input of the matched filter s(—¢), samples at the output of the matched filter
will be uncorrelated at times separated by £7 .

3.2

Demodulation of binary baseband waveforms

In the remainder of this chapter, we shall develop demodulators for the various
waveforms described in Chapter 2 when received in additive stationary noise. These
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demodulators do not require that the noise is gaussian noise. Any additive stationary
noise is permitted. However, we calculate the probability-of-error performance of these
demodulators only for gaussian noise. We do not make any statement in this chapter
that the demodulators are optimal. In general, they are not optimal, but we shall prove in
Chapter 7 that these demodulators are optimal whenever the additive noise is gaussian
noise.

Figure 3.5 shows the demodulator for binary antipodal signaling. The received signal
is passed through a matched filter to maximize the signal-to-noise ratio at the particular
time instant at which the filter output is to be sampled. The data bit is declared to be a
zero or a one based on whether the sample is positive or negative. Each sample of the
matched-filter output is an example of a decision statistic. A decision statistic is any
function of the received signal upon which a decision is based. The probability that the
decision is wrong is called the probability of bit error or the bit error rate.

The linear demodulator for binary on—off keying is similar. The received signal v(t),
which is either equal to s(#) 4+ n(¢) or equal to n(t) only, is passed through the matched
filter s(—¢) and sampled at £7'. If the £th sample is larger than the threshold ® = A/2,
then the £th data bit is declared to be a one. Otherwise, it is declared to be a zero. It
should be obvious that the threshold ® should be set midway between 0 and A.

The demodulator for binary orthogonal signaling (binary FSK) has two matched
filters, as shown in Figure 3.6. One filter is matched to so(¢) and the other is matched to
s1(2). The received signal v(t), which is either equal to so(¢) 4+ n(¢) or to s1(¢) + n(t), is

1
I I
E i ! Matched !
: (ttT) | i Filter Polarity i Jero
Pulse | asit= v Detector i
Generator | | N ro S0 at Time | or
! . T ! one
I Lo I
I Lo I
1

Demodulator

Channel

_____________________

Figure 3.5. Matched-filter demodulation of antipodal signaling.

So(-t)
Polarity
+
<+> Detector Z(C;I;O
at Time one
- (T

sq(=t)

Figure 3.6. Matched-filter demodulation of binary FSK.
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applied to both filters. The filter outputs are both sampled at £7" and the £th data bit is
declared to be a zero or a one based on which filter output sample is larger. To decide
which of the two outputs is larger, subtract the two outputs, one from the other, to form
the decision statistic. The sign of the decision statistic determines the demodulated data
bit. The decision statistic has noise from each matched-filter output so it has double the
noise power of BPSK.

Many of the other demodulators that we shall study also recover the datastream by
applying the signal to the input of a matched filter and forming a decision statistic
from the filter output at each sampling instant £7'. The use of the matched-filter output
to demodulate one bit at a time implies that there is no intersymbol interference. The
output of the matched filter will have no intersymbol interference if the signal pulses at
the output of the matched filter are Nyquist pulses. This means that we need no longer
require that the pulse at the transmitter be a Nyquist pulse, only that the pulse out of the
matched filter is a Nyquist pulse. Therefore we may require that the transmitted pulse
s(t) be redefined accordingly so that the pulse at the output of the matched filter is the

Nyquist pulse r(¢).
For antipodal signaling, the received signal
o0
v(t) =Y aps(t — £T) + n(t)
£=—00

is passed through the matched filter s(—¢). The filter output is

u(t) = /OO ag[s(t — £T) * s(—1)] + n(t) * s(—1)

- Z apr(t — €T) + ' (t)

{=—00

where r(t) = s(¢) * s(—t) and n'(r) = n(t) * s(—t). There will be no intersymbol
interference at the output of the matched filter if () is a Nyquist pulse. Let R(f) be
any function of frequency that is real, nonnegative, and satisfies Theorem 2.4.2. Then
r(t) is a Nyquist pulse. Let s(¢) have the transform

S(f) = R2(f)el! )

for any 6(f). Then s(t) * s(—t) is the Nyquist pulse r(¢) because |S(f)|2 = R(f).

Henceforth, we shall commonly deal with the received signal at the output of the
matched filter and we shall suppose that the transmitted signal s(#) is designed so that
the signal component at the output of the matched filter is

o0

c(t) = Z arr(t — €7T)

{=—00
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where 7(f) is a Nyquist pulse. Moreover, for antipodal signaling,

g — A if the ¢th data bitis a 1
“ 7 ]-A if the £th data bitis a 0.

The amplitude A now represents the amplitude at the output of the matched filter. The

£th sample of the matched-filter output, given by

up = u(lT)
= Y apr(@T —£'T)+7/(eT)

l/=—00

= ag + ny,

depends on the ¢th data bit through a,. The £th data bit of the antipodal signaling
waveform is estimated to be a zero or a one depending on whether the £th sample
u(£T) is negative or positive.

Figure 3.7 shows how the generation of the Nyquist pulse r(¢) is now distributed
between the transmitter and the receiver. By distributing the pulse generation in this way,
we can have both a matched filter and a Nyquist pulse. The pulse as it enters the channel
s(t) is no longer a Nyquist pulse. (It might be called a pre-Nyquist pulse.) Therefore,
the modulated waveform c(¢) entering the channel can look quite complicated and
separate data bits will interfere. The matched filter in the receiver, however, will render
the waveform more understandable by forming the Nyquist pulse r(7).

For example, let

4 cos(2nt/T)
aT 1 — (4t)T)%

which is not a Nyquist pulse. Indeed, for this pulse, s(¢7T) is never equal to zero for

s(t) =

integer £. However, at the output of the matched filter

r(t) = s(t) x s(—t)
_sin(wt/T) cos(wt/T)
 mt)T 1 —@t)T)?

s(t) Y Y Nyquist

s'(-1) Pulse
Transmit Receive
Filter Filter

Impulse —>|

Figure 3.7. Partitioning the generation of a Nyquist pulse.
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which is a Nyquist pulse. Often, we speak carelessly of transmitting the Nyquist pulse
r(t) when we really mean that the pulse s(¢) is actually transmitted; the existence and
role of the matched filter is implied.

3.3

Error rates for binary signaling

The performance of a binary signaling scheme is given by the probability of bit error at
the demodulator output. An error can be made in either of two ways: the demodulator
can detect a zero bit when a one bit was actually transmitted, or the demodulator can
detect a one bit when a zero bit was actually transmitted. The probabilities of these two
error events need not be equal, but usually one prefers to design the demodulator so that
they are equal, and this is the only case we analyze. In order to calculate the probability
of demodulation error, the noise probability density function must be specified.

In this section, we shall derive the demodulated bit error rate Ej, for each elemen-
tary binary signaling waveform transmitted through a distortionless, additive white
gaussian-noise channel. The additive white gaussian-noise channel occurs often in prac-
tice, and is a standard channel to judge the performance of a communication system.
Often the actual channel noise is not known.

The received signal is

v(t) = c(t) +n()

where c¢(?) is the transmitted waveform, and n(#) is white gaussian noise. Because the
noise is white, its power density spectrum is given by

N =T

We shall see that the performance of binary signaling in white gaussian noise depends
on Ny and E}, only through the ratio Ej/Ny.

The decision made by the matched-filter demodulator is based on using the matched-
filter output as a decision statistic. When only one pulse shape is used in constructing
the waveform, there is only one matched filter and only one decision statistic at time
£T. There will be no intersymbol interference if the signaling pulse r(¢) at the output
of the matched filter is a Nyquist pulse. When v(#) is passed through a filter matched
to s(1), the filter output is

o0

v(t) = Z aer(t — £T) + n'(1).

{=—o00

The decision statistic at time £7°, which is equal to the correlation between the received
signal and the transmitted signal, is compared to the threshold ®. If the decision statistic
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is above the threshold, a one is declared to be the data bit; if the decision statistic is
below the threshold, a zero is declared to be the data bit. The value of the threshold is
chosen so that the two kinds of error probability are equal.

When unbiased gaussian noise is applied to the input of any filter, the output of the
filter is also gaussian noise and any sample of the filter output is a gaussian random
variable with probability density function

1 —X2/20'2

p(x) = N e

where o2 is the variance of that random variable.

Let x denote the decision statistic, consisting of the sampled output of the matched
filter. Let po(x) denote the probability density function on x when a zero is transmit-
ted; let p1(x) denote the probability density function on x when a one is transmitted.
Figure 3.8 shows pg(x) and pj(x) for the case of OOK in gaussian noise. The area of
the hatched region of pg(x) in Figure 3.8 is the probability that the threshold will be
exceeded when a zero is transmitted; the area of the hatched region of pj(x) is the
probability that the threshold will not be exceeded when a one is transmitted. These
error probabilities are denoted p,jo and p,|1 and are given by

o0
Pe|0=/ po(x)dx
®

o)
Pell = / p1(x)dx;
—0oQ0
where © is to be chosen so that p,|o = pe|1. This value of © clearly should be where
the two gaussian distributions cross because then the area under the two tails above and
below ® are equal. The error probabilities are the areas of the two tails.

To compute the probability of error for each binary signaling scheme that we have
studied, we need to carry out the integration of the corresponding po(x) and p; (x) over
the appropriate interval. For some probability density functions, po(x) and pj(x), the

p(x)

Po(x) P1(x)

NN

Pel1 Pelo

Figure 3.8. Error probabilities for binary OOK.
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integrals can be evaluated in closed form, but for gaussian probability density functions,
numerical integration is necessary. This is described by the standard function Q(x) that
was defined in Section 1.7.

The first case we analyze is antipodal signaling in gaussian noise. Then

— —(x+4)% /202
po(x) = e
N 2mo
1 202
_ —(x—A)"/20
1(x) = e
P N2mo

where A is the mean sampled output of the matched filter, and o2 is the noise variance
at the output of the matched filter. By symmetry of this case, it is clear that p.jo0 = pe|1
if the threshold ® equals zero. Therefore

00
1
Pel0 = / e_("+A)2/2°2dx
0

N 2mo

/0 1 ~(=A)*/20% 4
1= —e X.
P —o0 V21O

These two integrals are illustrated in Figure 3.9. Such integrals cannot be evaluated in
terms of elementary functions, but are expressed in terms of the function Q(x).

Theorem 3.3.1 The average error probability for antipodal signaling (or binary
phase-shift keying) with no intersymbol interference, received in additive white
gaussian noise is

De = %Pe|o + %Peu

| |25

/ AN

Pel1 0 Pelo

Figure 3.9. Error probabilities for antipodal signaling.
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Proof Because the two integrals for p.|o and p.|1 are equal, we need to evaluate only
one of them. Make the change in variables

x+A)

y= :
o

Then

U vep
De = Pel0 = e dy
A

/o VZJT

“of}

as was to be proved. |

The signal-to-noise ratio at the output of the matched filter is given by

A2 2E, 2E),
o? No No

because E, = E},. Therefore we can write

-off2)

The error probability for antipodal signaling is shown in Figure 3.10. For large values
of E; /Ny, we can use the approximation Q(x) ~ ¥ 12 /x~/2m to write

e—Ev/No
Pe ™" i E, N,

—x2/2

or, more coarsely and more simply, the bound that Q(x) < %e to write

1 _gN

Pe < 5€ b/No,
Approximations of this kind are useful for rough, order-of-magnitude comparisons.

The demodulator for on—off keying uses a single matched filter with a threshold ®
set at A/2, so the probability of error for OOK in gaussian noise, shown in Figure 3.10,
can be obtained in the same way as for antipodal signaling. However, with just a bit
of thought, we can avoid repeating the work while gaining a little insight. Clearly,
the output of the matched filter has the same noise as in the previous case, and the
signal output is either zero or A depending on whether the data bit is a zero or a one.
This means that the difference in the two signals is A — half as much as in the case of
antipodal signaling, which has a difference of 2A between the two signals.
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Figure 3.10. Performance of basic binary modulation methods.

Theorem 3.3.2 The average bit error probability for binary OOK with no intersymbol
interference in white gaussian noise is

-off)

Proof The detection problem is equivalent to antipodal signaling with the two signal
amplitudes —A/2 and A/2 because the difference between these two numbers is also
A, and the noise is the same as before. In that case, the average energy per bit would
be proportional to (A/2)2, while in the case of OOK, the average energy per bit is
proportional to

102 142 __ 142
102+ 142 =14

because only half the pulses, on average, are nonzero. Therefore the performance of
OOK is the same as the performance of antipodal signaling using half as much energy.
To achieve the same probability of bit error, baseband OOK requires exactly twice as
much power as antipodal signaling. The statement of the theorem follows. |
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The probability of error for binary frequency-shift keying, or binary orthogonal
signaling, will be given next. We will see that, like baseband OOK, binary FSK requires
twice the power of antipodal signaling, but for a different reason.

Theorem 3.3.3 The average bit error probability for a demodulator of binary orthog-
onal signaling (or binary FSK) with no intersymbol interference in additive white
gaussian noise is

o)

Proof Todecide which outputis larger, subtract the two outputs and determine the sign
of the difference. The decision statistic then is the difference between the two matched-
filter outputs, only one of which has a pulse response in its output. Therefore the
expected value of the decision statistic is the same as antipodal signaling with the same
pulse energy. The noise power, however, is twice as large because, by Theorem 3.1.5,
the noise output is the difference of two independent noise terms of equal variance, and
so the noise variances add. Consequently,

_of [
Pe = Mo

Because Ej, = E), the theorem is proved. |

3.4

Demodulators for multilevel signaling

An M-ary multilevel signaling waveform, as was described in Section 2.3, is used to
convert a waveform channel into a discrete channel with M input symbols correspond-
ing to the M input amplitudes of a signal constellation S = {co,c1,...,cp—1}. We
shall require that M = 2* for some integer k. The modulator at time £7', upon receiving
the input data symbol c¢,, representing k data bits, sets a; = ¢;, and passes ags(t — €T
through the channel. Therefore, the received waveform in additive white noise n(z) is

o0

v(t) = Z aps(t — €T) + n(t)

{=—00

where s(¢) is the pulse shape and ay is the point from the signal constellation chosen at
the £th time instant to represent k data bits. The task of the demodulator is to recognize
that ap = c,,. If the demodulator decides that a; = ¢,y for some m’ # m, then the data
symbol demodulated at time £7 is in error.
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Because the same pulse shape, s(¢), is used for every point of the signal constellation,
there is only one matched filter. We shall suppose again that the pulse shape and the
interval T are chosen so that the pulse r(¢) at the output of the matched filter is a Nyquist
pulse. When v(¢) is passed through a filter matched to s(¢), the filter output is

(o.¢]

u(t) = Z aer(t — €T) + ' ()

=—00

where n'(t) = n(t) *s(—1t), and r(¢) is a Nyquist pulse. The £th time sample uy = u(£T)
of the matched-filter output is

ug = ag +ny

where ay is the element of the signal constellation S = {cg, c1, . . ., cp—1} transmitted at
time T, and n, = n'(£T) is a sequence of independent noise samples, each of variance
o2. These samples are gaussian random variables if the channel noise is gaussian. The
task of the demodulator is to estimate ay from u,. This should be done to minimize the
probability of decision error. Evidently, the estimate a; of ay is the value ¢, € S that
is closest to uy. That is, the data estimate at time £7 is

mg = argmin,, |ug — |

= argmin,, d (u¢, cp).

This decision rule partitions the real line representing the values uy into regions. The
region corresponding to ¢, is called the mth decision region. The decision region
corresponding to ¢, is denoted D,,.

For example, the four-ary multilevel signal constellation {—3A, —A, A, 3A} is shown
in Figure 3.11 together with the decision regions, Dy, Dy, D;, and D3. The intervals
(=00, —2A), (—2A4,0) (0,2A), (24, 00) are the decision regions. If u;, € D,,, then m is
chosen as the estimate of the transmitted data symbol. It should be noted that with this
signal constellation and this choice of decision regions, the four points are not equally
vulnerable to noise-induced errors. The point denoted 3A, for example, can only be
demodulated incorrectly when the noise is negative, not when the noise is positive.

Figure 3.11. Decision regions.
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Error rates for multilevel signaling

Bit error rates for multilevel signaling can be calculated in nearly the same way as
they were for binary antipodal signaling. For example, if the signal constellation is the
four-ary constellation {—3A, —A, A, 3A} transmitted in additive gaussian noise, then
the probability of error when a; = —A is transmitted is the probability that a gaussian
random variable with mean —A takes a value smaller than —2A or greater than zero.
Altogether, for the four decision regions, there are six probabilities to be tabulated. Each
is a similar tail of a gaussian distribution as illustrated in Figure 3.12. Each of these

tails has the same probability, which is Q (é), of confusing a point with its nearest

neighbor. If each of the four symbols is transmitted with equal probability, equal to
1/4, then the probability of symbol error is easily seen to be

pe=10(2) s 0 (E) b (() o)
=30(3)
so(yB

because the two middle gaussians each have two error tails, and the other two gaussians
each have one error tail. The average energy per symbol is given by

Es = 3(=3A)* + 3(=A) + 1 (A)* + 3(34)
= 5A%.

Because each pulse conveys two bits, the average energy per bit is E;, = E/2 =
5A%2)2 = SE, /2. Therefore the probability of symbol error is

Figure 3.12. Error probabilities for four-ary ASK.
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If the data is Gray-coded, then a symbol error will almost always contain only one bit
error. Therefore the probability of bit error is

This is the bit error rate for four-ary amplitude shift keying. This should be compared to

_ 2E),
Peb = 0 N_O

which is the bit error rate for antipodal signaling. Four-ary ASK requires more than
twice as much energy per bit to achieve the same bit error rate as antipodal signaling,
but it has double the data rate.

3.6

Demodulators for M-ary orthogonal signaling

An M-ary orthogonal waveform is used to convert the waveform channel into a channel
with M discrete input symbols; usually M = 2% for some integer k. Upon receiving
the mth input value, the modulator transmits the pulse s,,(¢) through the channel. The
demodulator must then determine m, the index of the transmitted symbol, based on an
observation of the received signal v(¢) and its knowledge of the M possible choices for
sm(t). The demodulator is based on a bank of matched filters, one filter for each s, ().

Demodulation of an M-ary orthogonal signaling waveform proceeds much the same
as the demodulation of a binary signaling waveform, but generalized to use multiple
matched filters. The received signal

v(t) = Y Asy,(t = €T) + n(t)

{=—00

is passed through a bank of matched filters: s,,(—t) form = 0, ..., M — 1, one matched
filter for each pulse in the M-ary orthogonal family. Each of the M filter outputs

o0

um(t) = Z / A, (§ = UT)sp(§ — 1)d& +/ n&)sm(€ —1dé
V=—00" "% o0

form =0,...,M — 1, is sampled at t = £T. Because the pulses are orthogonal, the
relationship

o0
/ $m(E — ET)sy (& — LT)E = S48
— 00
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simplifies the expression for the matched-filter output. If the pulses out of the matched
filters are Nyquist pulses, then there is no intersymbol interference. Thus

uy(LT) = ASmgm + Pime

where the output noise samples n,,; are independent, identically distributed random
variables. They are uncorrelated if n(¢) is white noise and they are independent if the
noise is white and gaussian. Each transmitted pulse affects only one matched-filter
sample at one time. By finding the index of the matched filter with the largest output
at time £T, one has an estimate 77, of which pulse was transmitted at time £7 .

3.7

Error rates for M-ary orthogonal signaling

A demodulator for an M-ary orthogonal signaling waveform passes the received signal
through a bank of M matched filters, one filter matched to s,,(¢) form =0,... .M — 1,
and samples the output at time £7". The value of m corresponding to the filter output
u, (£T) with the largest output value is demodulated as the estimated channel output
symbol 771 at time £7 . Usually, the output of the correct filter will have the largest value,
so m will be correctly demodulated, but sometimes the noise will be such that the wrong
filter will have a larger output than the correct filter. Then a demodulation error occurs.

We saw in Section 3.6 that the bank of matched filters has output samples given by

uy (LT) = A(Smgm + e

where the noise samples n,,, are identically distributed random variables with variance
o2, Suppose that the channel noise n(f) is white gaussian noise. Then the 7,,, are
independent gaussian random variables and, by Theorem 3.1.4, we have Elnme]* =
0?2 =Ny/2.

The discrete channel makes an error at time £7 if the mth symbol is the input to the
waveform channel and if the output of some other matched filter exceeds the output of
the mth matched filter. The probability of error is independent of m if all of the pulses
in the pulse alphabet have the same energy. We will evaluate the probability of error
in two ways: first in an approximate way using the union bound,' then in an exact
way. Each method of analysis has its virtues. An exact analysis is preferred for actual
calculations. The approximate analysis, however, is valuable for the insight it provides.

I For any set of events &;, the union bound is

PriU;E] < ) Pri&il.
i
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Let p,y i, be the probability that the output sample of the m'th matched filter is larger
than the output sample of the mth matched filter under the condition that the mth symbol
was transmitted. Then by the union bound,

Pe = Z P/ |\m-

m' #£m

But a formula for p,,,, is already known. Because it is the probability of incorrectly
separating two orthogonal pulses, it is the same as the probability of error of binary
FSK:

_ Ep
Pm'\m = 0 <\/N:O) .

For M-ary orthogonal signaling, because E, = Ej, log, M and there are M — 1 identical
terms in the sum, the union bound immediately gives

<M —1 log, M 2
Pe_( _)Q 02y N_O .

This inequality is actually an asymptotic equality as E; /Ny grows large. The reason
for this can be understood by considering why the union bound yields an inequality
rather than an equality. There will be occasions for which two incorrect matched filters
both have output samples that exceed the output sample of the correct matched filter
and such events are counted as two errors in computing the union bound even though
there is only one error. This double counting occurs with negligible probability for
large E}, /Ny, but for small E}, /Ny this double counting overestimates p, and makes the
bound useless. An exact analysis is necessary to understand the error quantitatively.
Fortunately, an exact analysis is possible.

An exact expression for the probability of error is given by the following theorem,
which is a generalization of Theorem 3.3.3.

Theorem 3.7.1 The probability of symbol error p. of a matched-filter demodulator
for an M-ary orthogonal waveform alphabet used without intersymbol interference on
an additive white gaussian-noise channel is given as a function of E, /Ny by

° 1 o, xty/QE N logy M 1 ” M—1
Pe=1-— ——e " eV %dy dx.
—00 V 2 —00 vV 2r

Proof Without loss of generality, suppose that s,,(¢) is the transmitted pulse. Let z be
the sampled output of the mth matched filter. Let o2 denote the noise variance at the
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output of each matched filter, and let A denote the signal at the mth filter output. Let
y = Ep/Np. Recall that

A2 2E, 2Eylog,M

= =2y log, M.
o2 No No Y 108,

The probability that the m'th filter output, with m’ £ m, exceeds z is

/OO 1 7w2/202d
Pelzm! = —e w
dm = | Vamo
Hence
< 1 202
1= pejzm :/ me w207 day
—0

The probability that every other filter output is smaller than the mth filter output is

< 1 2 /952 M-l
1_p€|Z=|:/ mo—e—’w/o’dw} ,
-0

because the filter outputs are independent random variables. This is true for each value

of z. Taking the expected value of this expression with respect to z

oo 1 2 2 F4 1 ) , M—1
1—p, — e e [/ o /20 dwi| dz
Pe /—oo \/27‘[0’ —00 VZT[G

gives the average probability of error p,. Finally, make the following changes in the
variables of integration

72— /2y log, M w
X=—7-—"7-——"7"—— y=—
o o

to complete the proof of the theorem. |

The probability of symbol error in Theorem 3.7.1 can be re-expressed in terms of
the function Q(x) as

R | 2 M—1
pe=1 _/ \/_e—x 2 [1 — O+ /2y 1og2M)] dx

—00 T

where y = E;,/Ny.
The probability of symbol error in Theorem 3.7.1 depends only on M and Ej/Nj.
The equation can be numerically integrated for each value of M and Ej, /Ny. The result
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Figure 3.13. Performance of M-ary orthogonal signaling.

is shown in Figure 3.13. The expression of the theorem is unattractive for computing
very small p, because it finds p, indirectly by first computing a number that is close to
one, then subtracting from one. Integration by parts (left as an exercise) can be used to
put the expression into a more satisfactory form.

Now we will find the probability of symbol error for a simplex family. Because a
simplex family is closely related to an orthogonal family, it is not surprising that this
probability can be stated as a corollary.

Corollary 3.7.2 An M-ary simplex pulse alphabet with pulse energy <1 - A%)Ep can
be demodulated with the same probability of symbol error as an M-ary orthogonal
JSfamily with pulse energy Ep.

Proof Let the simplex family be given by
M—1

gm(t) = s (1) — % > sw(®)

m'=0



85

3.7 Error rates for M-ary orthogonal signaling

form=0,...,M — 1 where {s;,(¢)} is a family of orthogonal pulses. Recall that

/ " 0 (1t = (1 - A%) E, m=n

—0Q
EP ’
=~ m#£Em.
To demodulate, pass the received signal through a bank of M filters matched to the M
pulses s,,(t) form = 0,...,M — 1. The output of the bank of filters is the same as it
was in the case of the original orthogonal pulses except for the additional term

1 [ M- E
—7 _Oosm(t) Zosm/(t>dr = —Mf’,
m=

which occurs in every filter output. This term is independent of m and so cannot affect
the determination of the largest of the filter outputs. Hence the probability of error for
simplex signaling is the same as the probability of error for orthogonal signaling. The

energy of each waveform, however, is (1 — ﬁ) E,. [ |

The performance of simplex waveforms, based on Corollary 3.7.2, is shown in
Figure 3.14.

The probability of bit error, here denoted p,,, can be computed from the probability
of symbol error p, for orthogonal or simplex signaling by noting that, when a symbol
error occurs, all M — 1 incorrect symbols are equally probable. Errors occur with a
probability that is independent of the particular symbol that is transmitted. Therefore
we can fix on any symbol that is easy to analyze, in particular the symbol corresponding
to the all-zero binary word. Suppose that M = 2* and that m = 0 is the transmitted
symbol corresponding to an all-zero k-bit binary word. The expected number of ones in
a nonzero symbol can be obtained by summing the total number of ones in all possible
incorrect symbols, then dividing by M — 1. Because the correct symbol contains only
zeros, we can calculate the total number of ones in all symbols, then divide by M — 1.
But the total number of ones in the set of all k-bit binary words is easily seen to be
%ka. Therefore, on average, there are k25 ~! /(M — 1) incorrect bits when a symbol is
incorrect. Whenever the demodulated symbol is incorrect, the conditional probability
of a particular bit being incorrect is 2¢~! /(2K — 1). Therefore the formula

2k71

Peb = m

Pe

provides the conversion from the probability of symbol error to the probability of bit
error. This is the bit error rate for orthogonal signaling or simplex signaling.
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Figure 3.14. Performance of simplex signaling.

As a practical matter, orthogonal (or simplex) signaling is useful only for small
or moderate values of M, at most M = 64 or 128. Nevertheless, it is informative
to examine the performance of M-ary orthogonal signaling for very large values of
M . At fixed values of Ej/Ny, the behavior of p, as M becomes large is surprisingly
simple to describe. The next theorem describes this behavior for orthogonal waveforms.
The statement of the theorem also applies to simplex waveforms because, for large
M , the performance of simplex signaling approaches the performance of orthogonal

signaling.

Theorem 3.7.3 As M goes to infinity, the probability of symbol error of an opti-
mally demodulated orthogonal family of waveforms used on an additive gaussian-noise
channel behaves as one of the two cases:

pe = 0If Ep/No > log, 2
pe — LifEL/No < log, 2.
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Proof Lety = E,/Ny. From Theorem 3.7.1, we have

| /-oo 1 7x2/2 /)H— 2y logy M 1 7y2/2d M—1 )
= — —€ e X
be —o0 V21 —00 N2 Y

=1- / LI

—00 V 27'[
where
x+4/2ylogyM 1 29
log [_ — e 2dy
B, M) = > — .
M—1

We need to determine the behavior of B(x, M) as M goes to infinity. But as M goes to
infinity, both the numerator and denominator go to zero. To find the limit of B(x, M)
as M goes to infinity, let s = 1/M and use L’Hopital’s rule” to find the limit as s goes
to zero. Thus

x+4/—2y log, s
—00

log \/szne_yz/zdy

lim B(x,M) = lim 5
M — o0 s—0

1—s

The derivative of the denominator with respect to s is

d s B 1 )
ds|1—s|] 1—s (1—4)2

which equals one in the limit as s goes to zero. The derivative of the numerator with

respect to s is
_(y/s);ﬁe—(xh/—z;/1og2s)2/2
T
—2y1 '
/=2y 10g2sff;ro vioms \/%e—yz/zdy

2 L’Hopital’s rule, a basic theorem of elementary calculus, states that

Ax) A ®)
m —— =
x>0 B(x) B (%)

whenever A(x)/B(x) is indeterminate at x = 0, where A’(x) and B’ (x) denote the derivatives of A(x) and B(x),
respectively.
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To find the limit of this complicated term as s goes to zero, replace s by 1/M and take
the limit as M goes to infinity. The integral in the denominator goes to one and need
not be considered further. Therefore

lim B(x,M) = lim 1 e—(x+«/2y log, M)2/2:|
M — o0

yM
M—o00 |: V2w /2y log, M

— lim |: -y ef(szer4 /2y logy, M 42y logy, M —2log, M +log,(2y log, M))/2:| .

M—oo | /27

The behavior for large M is dominated by the terms that are linear in log M

lim B(x,M) = lim [—e 2(r7logeDloa M)y ¢y pr)
M — o0 M — o0

where f (x, M) contains terms that are exponential in x and in \/y log, M . For large M,
the exponential in the bracket goes either to zero or to infinity depending on the sign
in the exponent. Multiplying by f (x, M) does not change this limit. Consequently,

if » > log,2
lim By =] O Tv>log
M—>00 —oo if y <log,2.

Hence for all x,
BEM 1 if y > log, 2

BEM) 0 if y < log, 2.

The proof of the theorem is completed by substituting these limits for the bracketed
term in the expression for p,. |

Theorem 3.7.3 tells us that we cannot transmit reliably with M-ary orthogonal sig-
naling if E,/Ny is less than log, 2. This statement is more commonly expressed in
decibels: M-ary orthogonal signaling cannot be used to transmit reliably if Ej, /Ny is
less than —1.6 dB. Simplex waveforms do better for each finite M, but the relative
advantage becomes insignificant for large M . Asymptotically as M goes to infinity, a
family of simplex waveforms is no better than a family of orthogonal waveforms.

There still remains the question of whether there is another family of waveforms with
better performance than a simplex family of waveforms. We do not answer this question
for finite M, though it is widely believed that a simplex family of waveforms is optimal.
However, we answer the question asymptotically in gaussian noise. The methods of
information theory, as discussed in Chapter 11, tell us that it is not possible to signal
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reliably if E; /Ny is less than —1.6 dB. The information-theoretic proof completely
circumvents the question of waveform design by using the ingenious methods of that
subject, which is not the topic of this book. We simply assert that as M goes to infinity,
an M-ary simplex family or an M-ary orthogonal family is asymptotically optimal for

a channel with no bandwidth constraint.

Problems for Chapter 3

3.1.

3.2

3.3.

3.4.

Let

c(t) = Z aps(t — £T).

=1

Show that a matched filter for the entire waveform c¢(¢) can be constructed as
the cascade (in either order) of a matched filter for the pulse s(¢) and a matched
filter for the “array” (ay, ..., a,). More generally, if

c(t) = a(t) * s(r).

Describe how the matched filter for ¢(¢) can be constructed as the cascade of
two matched filters.

Let g(¢) be the matched filter for the pulse s(¢). Suppose that instead of g(z),
the filter

ge(t) = g(1) + €h(n)

is used where A(¢) has finite energy and € is a small number. Prove that the
decrease in signal-to-noise ratio at the filter output is quadratic in €, that is, a
series expansion in € is

S S A+
— = J— — €
N~ N

for some positive constant A. What does this imply about the care with which
a matched filter must be built?

Prove that if a sinc pulse is passed through its matched filter, the output is the
same sinc pulse.

Show that

1 X
Q()C) = Eerfc (ﬁ) .
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3.5.

3.6.

3.7.

3.8.

Derive an equation for the probability of error of an M-ary orthogonal waveform
alphabet used on a channel with additive colored gaussian noise, that is, with
additive gaussian noise of power density spectrum N (f).

The matched filter for a complex pulse s(f) is s*(—7). Sketch the matched-
filter impulse response and the noise-free matched-filter output for each of the
following pulses.

a.
s(t)

Re[s(1)]

Im[s(t)]

[l

A four-ary baseband signal constellation S = {—3A4, —A, A, 3A} on the real line
is to be used for a four-ary ASK waveform on an additive gaussian noise channel

and demodulated by a matched filter followed by a set of decision regions.

a. With decision regions defined by the points —2A, 0, +2A, and Gray-coded
data, find an exact expression for the bit error rate.

b. As a function of the filtered noise variance o> and the energy per bit Ej,, find
the four points of the signal constellation and the thresholds that minimize
the symbol error rate. Does this choice minimize the bit error rate?

Show how the expression

© 1 M—1
pezl—/ \/_e*xz/z[l—Q(x—|—\/2ylog2M)] dx

—00 27

can be used to derive the bound

pe =M 10 (VyTog,M).
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A factor of two appears in the square root of the exact equation, but is missing

in the inequality. Why?

3.9. Specify the decision regions for four-ary amplitude shift keying that give the
smallest bit error rate. Are the boundaries uniformly spaced? What is the bit
error rate?

3.10. a. Use integration by parts to convert the formula of Theorem 3.7.1 into the
expression
* 1 e /2 M=2
pe=M—1) | ——eFowM 20 (x — /2y 10g2M> dx.
—00 V 27'[

b. Derive this expression directly from the form of the demodulator.

3.11. Apulse s(¢) is a Nyquist pulse for period T if s(0) = 1 and s(¢T) = O for every
nonzero integer £.

a. Suppose that s(¢) has Fourier transform S(f) sketched as follows.

S(f)
A
Al2
f
2B
2W
For what values of T is s(¢) a Nyquist pulse?

b. If this Nyquist pulse s(¢) is to be the output of the matched filter in the
receiver, what pulse should be transmitted?

c. Describe a transmitted four-ary baseband ASK waveform that produces this
Nyquist pulse at the output of the matched filter. What is the data rate? What
signal constellation should be used?

d. Give an approximate expression for Ej, /Ny for this ASK waveform. Sketch
a demodulator.

e. Give a bound on the largest value that the (infinitely long) transmitted signal
can take at a value midway between two sampling instants.

3.12. a. Explain why, for fixed E}; /Ny, M-ary orthogonal signaling (with M larger

than 2) has a smaller probability of bit error than binary signaling.
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b. Show thatwhen M = 2, the probability of symbol error for M-ary orthogonal
signaling
M—1
00 1 x+4/2Ey/Np) log, M 1
pe=1 —/ e / —e_yz/zdy dx
—00 V 2 —00 vV 2
reduces to the probability of bit error
[ Ep
Pe =0 ( N_O)
for binary orthogonal signaling. (Hint: rotate the x,y coordinate system
by 45°.)
3.13. a. Construct a four-ary orthogonal signaling waveform alphabet of duration T
by using a half-cosine pulse of pulse width 7' /4 as a “chip”.
b. Given a single matched filter for a half-cosine pulse as an existing com-
ponent, sketch the design of a demodulator.
3.14. A pulse s() is required to produce a Nyquist pulse at the output of a whitened
matched filter for a channel with noise whose power density spectrum is N (f).
Give the equation that S(f) must satisfy.
3.15. An antipodal signaling waveform

o0

c(t)= Y aus(t—LT)

l=—00

where

a — A if the ¢th data bit is 1

T ]-A ifthe £th data bit is 0
is transmitted over an additive white gaussian noise channel. At the sampled
output of a matched filter, a three-level decision is used

Ifx < —% declare data bit is O
If x > % declare data bit is 1

otherwise  declare data bit is lost.

a. Give an expression for the bit error rate in terms of the Q function.
b. Give an expression for the bit lost rate in terms of the Q function.
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Notes for Chapter 3

The matched filter as a filter for maximizing signal-to-noise ratio was introduced by
North (1943), and was named by Van Vleck and Middleton (1946). The alternative
name, North filter, is still used occasionally. The matched filter was studied extensively
by Turin (1960). The matched filter for colored noise was introduced by Dwork (1950)
and by George (1950).
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4.1

Sequences at Baseband

Communication waveforms in which the received pulses, after filtering, are not Nyquist
pulses cannot be optimally demodulated one symbol at a time. The pulses will overlap
and the samples will interact. This interaction is called intersymbol interference. Rather
than use a Nyquist pulse to prevent intersymbol interference, one may prefer to allow
intersymbol interference to occur and to compensate for it in the demodulation process.

In this chapter, we shall study ways to demodulate in the presence of intersymbol
interference, ways to remove intersymbol interference, and in Chapter 9, ways to
precode so that the intersymbol interference seems to disappear. We will start out in
this chapter thinking of the interdependence in a sequence of symbols as undesirable, but
once we have developed good methods for demodulating sequences with intersymbol
interference, we will be comfortable in Chapter 9 with intentionally introducing some
kinds of controlled symbol interdependence in order to improve performance.

The function of modifying a channel response to obtain a required pulse shape is
known as equalization. If the channel is not predictable, or changes slowly with time,
then the equalization may be designed to slowly adjust itself by observing its own
channel output; in this case, it is called adaptive equalization.

This chapter studies such interacting symbol sequences, both unintentional and inten-
tional. It begins with the study of intersymbol interference and ends with the subject
of adaptive equalization.

Intersymbol interference

In Chapter 3, we studied the demodulation of a single bit or a single symbol within a
baseband waveform. The methods of that chapter apply whenever the individual sym-
bols can be filtered and sampled without interaction, which requires that the signaling
pulse at the filter output be a Nyquist pulse. In more general cases, the successively
received symbols are overlapped or dependent. Then one speaks of demodulating the
sequence of symbols rather than of demodulating one symbol at a time. The dependence
between symbols is exploited in the structure of the demodulator.
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Dispersive
Channel
Data Sample
Impulses p(t) > h(t) C\ p*(=t) > at ——>
+3(t—€T) \T/ T
White
Noise

Figure 4.1. A cause of intersymbol interference.

An elementary communication waveform with intersymbol interference at the
demodulator is best processed as a sequence of dependent symbols. Such dependent
sequences arise in a variety of ways. The intersymbol interference may arise as a result
of the pulse dispersion caused by the channel impulse response. This chapter includes
ways to correct for the intersymbol interference that is created inadvertently such as
by linear dispersion within the channel. Dispersion arises in a linear channel, which
will be described as a filter, /(¢), as shown in Figure 4.1. The transmitted pulse and the
received pulse are no longer the same. We shall denote the transmitted pulse by p(¢)
and the received pulse by s(¢). For a single transmitted pulse, p(f), the received pulse
is s(t) = p(t) x h(t). The received pulse in noise is

v(t) = p(t) * h(t) + n(1)
= s(t) + n(?)

where n(t) is white noise. For a fully modulated waveform at the transmitter, the
waveform at the receiver is

v(t) = [ > apt— ZT)1| s« h(t) + n(r)
l=—00
= Z aps(t — £T) + n(z).

{=—00

How should we process v(#) in the presence of the dispersive filter 4(¢)? One way is
to pass the received signal through a filter matched to the pulse p(¢) and to sample at
times £7. If we specify p(¢) * p(—t) to be the Nyquist pulse r(¢), then we know by
Theorem 3.1.5 that the successive noise samples out of the filter will be uncorrelated,
and if the noise is gaussian, independent, but the dispersion due to h(f) will cause
intersymbol interference in the output samples. Another way of processing v(¢) is to
pass the received signal through a filter matched to s(¢) and to then sample at times £7 .
Now the output sample due to a single pulse will have maximum signal-to-noise ratio
but, unless s(t) * s(—t) is a Nyquist pulse, there will be intersymbol interference and
the noise in the samples will be correlated. Each method results in a discrete output
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sequence with memory — in one case, memory in the sequence of signal samples; in
the other, memory in both the sequence of signal samples and the sequence of noise
samples — that must be processed further to extract an estimate of the data sequence.

We shall begin the chapter with a study of the first method of filtering — passing
v(t) through a filter matched to p(¢) because then, by requiring that p(¢) * p(—t) be
a Nyquist pulse, the gaussian noise samples are independent even though the signal
samples are dependent. In Section 7.4 of Chapter 7, we shall see how the second method
of filtering — passing v(¢) through a filter matched to p(¢) * h(t) — arises as part of the
maximum-likelihood demodulator. In Section 4.7 of this chapter, as an alternative to
these methods, we shall study the method of linear equalization, which eliminates
intersymbol interference by means of a linear filter, but which is not optimum.

With the fully modulated communication waveform stated above, the output of the
channel is the waveform v (¢) and the output of the matched filter p(—1) is

u(t) = v(t)  p(—1)

=| Y appt—£T) | *h(t)*p(=1) + n(t) * p(—1)
{'=—00

= | Y awp(t —€T) xp(—1) | % h(t) + n(t) % p(~1)
_€/=foo

= Z ag/g(t—E/T)-i-n/(l‘)

{'=—00

where

8(1) = p(1) * p(—1) * h(r)
= r(t) % h(1).

Consequently

ug = u(eT)

oo
= Z apge—e +me

'=—00
oo
= Z guag—y +nyg,
'=—00

is the sequence of samples of the waveform as seen at the output of the matched
filter, where g¢ = g(£T), and ny = n’(£T) is the £th sample of the filtered noise. If
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Delay Line

Impulses

Noise
Samples

Figure 4.2. An equivalent discrete-time channel.

p(t) * p(—t) is a Nyquist pulse, then p(¢) is orthogonal to its delayed version p(t — £T)
for all integer £. Accordingly, by Theorem 3.1.5, the noise samples n, at the output
of the matched filter are uncorrelated. Moreover, if n(t) is gaussian, then the n, are
independent, identically distributed, gaussian random variables.

The ¢th sample uy of the matched-filter output contains a superposition of responses to
certain of the input pulses as well as additive noise. The sampled coefficient g, = g(£T)
of the pulse g(¢) at the output is the £th coefficient of the intersymbol interference. The
sequence of samples of g(7) become the coefficients of a discrete-time filter describing
the formation of the intersymbol interference.

Suppose that g, has only a finite number of nonzero (or nonnegligible) values, specif-
ically that gy = 0if £ < O or £ > v. The statement that g, = 0 for £ < 0 holds because
g(t) is a causal filter, as must be the case for channel dispersion. The statement that
ge = 0 for £ > v means that the intersymbol interference persists for only v + 1
samples. Then

v
up = Z guap—p +ny.
=0

We call v the constraint length of the intersymbol interference.

Now we have arrived at the discrete-time model, shown in Figure 4.2, in which
the channel is described as a finite-impulse-response filter. This model will be studied
throughout the chapter.

4.2

Decision-feedback demodulation

The task of the demodulator is to recover the data sequence a; from the chan-
nel output sequence uy even when there is intersymbol interference (or interaction),
as described by the coefficients g,. We shall study two demodulators that estimate
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the sequence of data bits a, from the sequence of filter samples u,. This section
describes the decision-feedback demodulator, also called the decision-feedback equal-
izer. Section 4.3 describes the minimum-distance demodulator using the Viterbi
algorithm, and Section 4.8 describes the method of least-mean-square error.

A decision-feedback demodulator for intersymbol interference can be used when the
intersymbol interference caused by a pulse occurs after the peak of the matched-filter
output, as may happen due to dispersion in the channel. Then each channel symbol
creates interference only for those symbols that follow it in time. After a symbol is
correctly demodulated, the interference from that symbol in subsequent symbols can
be calculated and subtracted from those subsequent symbols.

Adecision-feedback demodulator estimates the symbols of the datastream one by one.
After each symbol is estimated, its effect on the next v received samples is subtracted
from them. In this way, each data symbol can be estimated from one received sample
after the intersymbol interference is removed from that sample. With the received
sample written as

v
up = Z 8uag—y +ny,
=0

we see that we can express a; as

1 1 .
ag+ —ng = — |:ue - Z ge/@—w:| .

8 80 =

Because the noise is unknown, we estimate a, as the closest point of the signal
constellation S = {cg,c1,...,cp—1} to the updated decision statistic at time £7,
which is

1 %
wy=—ug— Y guagy |
£0 =1

That is, the estimate of ay is
ag = argmin,, gd (cp, ty).

This estimate is the basis of the decision-feedback demodulator. The demodulator
assumes that it has demodulated all earlier symbols correctly and has formed the esti-
mates, d¢, which are now used to estimate the intersymbol interference on the current
received sample due to earlier symbols. The estimated value of intersymbol interference
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Figure 4.3. Decision-feedback demodulation.

is subtracted from the received sample, as follows:

1 ot
- [ oy g}

80

=1
1 v
=a+—| Y gelap—arp)+ne .
80 Loz

If the terms under the summation are equal to zero because previous estimates are
correct, the recovery of a, from %y is reduced to the task of demodulation in the absence
of intersymbol interference.

Figure 4.3 shows a decision-feedback demodulator for an antipodal signaling
waveform. The demodulator implements the equation

v
ag = Asgn |:Me - Z gz@z—e/:| .
U=t

If the demodulator has made no recent errors, the probability of error is the same as
the probability of error for antipodal signaling without intersymbol interference. If the
demodulator makes an error, however, it will compute the wrong feedback, and so the
probability of error of subsequent bits will be larger. This phenomenon is known as
error propagation. When the magnitude of the correction for intersymbol interference
is large, error propagation will cause a significant degradation of performance. A single
bit error results in the wrong feedback, which then leads to a large probability of a
subsequent bit error, possibly initiating a long run of errors.
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The simplest example is the case of antipodal signaling with v = 1. The decision
rule is

ag = A sgn [ug — grae—1]

and the probability of bit error p, is computed as follows. The previous decision dy_1
is correct with probability 1 — p, and @y_ is incorrect with probability p,. If a;_; is
correct, ug — g1dg—1 has amplitude +A just as if there were no intersymbol interference.
Otherwise uy — g1ag—1 has amplitude +A + 2g1, in which case either the signs are the
same or the signs are opposite. Each case happens with probability 1/2. This means that

A 1 A(l 42 1 A(l =2
pe=(1—=p)Q (—) + -peQ (L“m) + 2peQ (ﬁ)
o 2 o 2 o

which can be solved for p, as

_ 0(A/o) .
1—10A0 +2g1)/0) — 30(A(1 — 2g1) /o) + Q(A /o)

Pe

The expression is always larger than Q(A/o) unless g; equals zero in which case it
reduces to the performance of antipodal signaling. When A /o is large and g; is small,
the last three terms of the denominator are negligible, and p, & Q(A/o), which is the
performance of antipodal signaling without intersymbol interference.

4.3

Searching a trellis

A decision-feedback demodulator tries to cancel the effects of intersymbol interference.
An alternative approach is to use the intersymbol interference as an additional source
of information. Accordingly, another method of demodulating the output of a matched
filter in the presence of intersymbol interference is to find the best fit to the noisy received
sequence from the set of all possible noise-free received sequences. The brute-force
way to do this is to compute the noise-free channel output sequence for every possible
data sequence of some fixed length, and then to choose the channel output sequence that
most closely resembles the received noisy sequence. The corresponding data sequence
is the demodulated sequence. This is what we want to do, but it is intractable in the
way that we have described it. This is because if the amplitude of the input pulse can
take on ¢ values, then there are ¢" sequences of blocklength 7, an exponentially large
number. We will describe a better way to do this search.

The sequence demodulator that we shall describe works equally well with intersym-
bol interference occurring on either or both sides of the pulse maximum. It does not
matter if the intersymbol-interference coefficients g, are nonzero for negative as well
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Last
Channel
Input

Figure 4.4. A trellis for intersymbol interference.

as positive values of £. Indeed, the sequence demodulator does not even ask that one
of the coefficients g; be singled out as the principal coefficient.

As a simple example, consider a simple case in which the intersymbol interference
has one stage of memory with gg = 1, g; is nonzero, and for all other ¢, g; is zero. The
channel output symbol depends on the current and one past channel input symbol. If
the channel input symbols are +1 and —1, corresponding to antipodal signaling, then
the noise-free channel output only takes the values go + g;. The channel memory is
described by a two-state finite-state machine. A trellis for this problem with gg = 1
is shown in Figure 4.4. There are two states, and those states correspond to the two
possible values of the previous channel bit. Every possible path through the trellis
corresponds to a possible sequence of channel input sequences. Each path is labeled
with the sequence of channel outputs that would occur if that path were followed and
if there were no noise.

In general, a discrete-time channel is described by the finite impulse-response g, for
£ =0,...,v. The channel output depends on the current channel input symbol and the
past v channel input symbols. If the amplitude of the input pulse can take g values, then
the channel can be in one of ¢” states and can be described by a trellis with ¢g" states.
Figure 4.4 gave an example of a trellis describing a channel with ¢ = 2 and v = 1. For
this channel, there are two states.

A trellis whose branches are labeled with real numbers defines an infinite collection
of sequences of real numbers; each sequence is obtained by reading the sequence of
labels along one of the infinite paths through the trellis. For our application, each
sequence specifies one possible noise-free output sequence of the channel. So far, we
have encountered only channels whose outputs form sequences of real numbers, but
for full generality, we allow the branches of the trellis to be labeled with sequences of
complex numbers.

We shall specify the best fit between sequences in terms of the geometrical language
of sequence distance. Because the symbols labeling a trellis are real numbers or complex
numbers, we may speak of euclidean distance between sequences. Let ¢ and ¢’ denote
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two sequences defined by two paths through the trellis. The euclidean distance between
these sequences is defined as

o0 2
dc.c) = | lee —cj?

=0

Indeed, given an arbitrary sequence v, the euclidean sequence distance between v and
the trellis sequence c is

2

o
d(w,e)=|) |vr—cef?

£=0

Every permitted sequence of labels is a possible noiseless received sequence and v is
a noisy version of one of these sequences

Ve =cy+ny L=1,2,....

The task of demodulating v is the task of determining which channel sequence ¢ gave
rise to v. We can do this for a sequence of finite length by finding the trellis sequence ¢
that is closest to v in euclidean sequence distance. When the noise is gaussian, we can
justify this minimum distance criterion, in part, by the maximum-likelihood principle’
to be given in Section 7.1. When the noise is not gaussian, the minimum-distance
demodulator is still an excellent and widely used demodulator, but then it is not the
maximum-likelihood demodulator.

Although each channel input symbol affects only v + 1 channel output symbols,
it is not true that only v 4 1 output symbols give information about any specific
input symbol. We saw one manifestation of this in the form of error propagation in
decision-feedback demodulation. Received symbols that are far apart become depen-
dent because of the intermediate bits between them. The formal statement is as follows.
Letp(vy,va,. .., v,) bethe probability density function on the vector random variable v.
It has the structure of a Markov process. Define the marginal distributions

o0 o0 o0

p(vl,vn)zf / [ p(v1,02,...,0)dvy - - - dvp_y
—00 J —00 —00
o0

pvy) = / p1,vp)d vy,
—00

p(uy) = / p(v1, vp)dvy

—00

1 There is a subtle point here. The maximum-likelihood principle should be applied to the raw data v(r) to see if
it directs us to first compute the sequence v,. However, we choose to just compute the sequence vy without this
justification and then apply the maximum-likelihood principle to that sequence to obtain a demodulator that is
optimal, starting from the sequence vy, but might not be optimal when starting from the raw data v(z).
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and the conditional distribution p(v1|v,) = p(v1,vn)/p(vy). Then p(vy|vy) is not equal
to p(v1) even if n is much larger than the constraint length v. However, it is true that
p(v1|v,) will approach p(vy) as n grows large. This means that, even for large n, the
received sample v, can contribute something to the estimate aj, at least in theory. In
practice, uncertainties in the model will eventually obscure this residual information.

Although the trellis sequences ¢ and the received sequence v, in principle, are
infinitely long, itis not meaningful to process all of the infinitely long received sequence
at the same time. Rather, the demodulator will begin to estimate the data sequence after
receiving only a finite number of components of the received sequence, say the first b
components. Obtaining good demodulator performance will require an integer b that
is larger than the constraint length v of the intersymbol interference — perhaps at least
twice as large. Conceptually, the demodulator will generate the initial segment of length
b of every possible trellis sequence and compare the first b samples of the senseword
to each of these trellis segments. The codeword that is closest to the senseword in
euclidean distance is the minimum-distance codeword for that finite segment of the
datastream. The first symbol of the data sequence that produces the selected trellis
sequence is chosen as the estimated first symbol of data. The channel response to this
data symbol is then computed and subtracted from the senseword. The first sample of
the senseword is now discarded and a new received sample is shifted into the demod-
ulator so the observed length of the trellis is again b. The process is then repeated to
find the next data symbol.

If this were implemented in this naive way, however, the minimum-distance demod-
ulator would still be quite complex. There is a large amount of structure in the
computation that can be exploited to obtain an efficient method of implementing the
minimum-distance demodulator. One popular and efficient computational procedure is
known as the Viterbi algorithm.

The Viterbi algorithm? is a fast algorithm for searching a labeled trellis to find the
path that most closely agrees with a given noisy sequence of path labels. When applied
to the trellis describing an instance of intersymbol interference, the Viterbi algorithm
becomes an efficient computational procedure for implementing the minimum-distance
demodulator. The Viterbi algorithm is practical for searching a trellis with a small
number of states; perhaps ¢" equal to 1024 or 2048 states would be reasonable.

The Viterbi algorithm operates iteratively frame by frame, tracing through the trellis
in search of the correct path. At any frame of the trellis, say the bth frame, the Viterbi
algorithm does not know which node the true path has reached, nor does it try to
determine this node directly. Instead, it finds the best path to every node b frames into
the future. Because there are ¢" nodes in each frame, there are ¢* such most likely paths
to the ¢” nodes in the frame b frames into the trellis. If all of these ¢" most likely paths

2 The Viterbi algorithm can be described as an application of the general techniques of the subject of dynamic
programming to the task of searching a trellis.
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begin the same, the demodulator has the same estimate of the initial branch of the true
path regardless of which node the true sequence would reach b frames into the trellis.
The demodulator also keeps a record of the euclidean distance between each of these
q" codewords and the senseword. This distance is called the discrepancy of the path.

Given the first b symbols of the senseword, suppose that the demodulator has already
determined the most likely path to every node b — 1 frames into the trellis, and the
discrepancies of these paths. In its next iteration, the demodulator determines the most
likely path to each of the nodes in frame b. But to get to a node in frame b, the path
must pass through one of the nodes in frame » — 1. The candidate paths to a new node
are found by extending to this new node each of the old paths that can be so extended
to that node. The most likely path is found by adding the incremental discrepancy of
each path extension to the discrepancy of the path to the node in frame b — 1. There
are ¢ such paths to any new node, and the path with the smallest total discrepancy is
marked as the most likely path to the new node. The demodulator repeats this process
for every node of frame b. At the end of the iteration, the demodulator knows the most
likely path to every node in frame b, and the discrepancies of these paths.

Consider the set of all surviving paths to the set of nodes in the bth frame. One or
more of the nodes at the first frame will be crossed by these paths. If all paths cross
through the same node of the first frame, then regardless of which node the encoder
visits at the bth frame, the demodulator knows the most likely node that is visited in
the first frame. That is, it knows the best estimate of the first data symbol even though
it has not yet made a decision for the bth data symbol.

The optimum decision delay b of the Viterbi algorithm — or of any minimum-distance
trellis demodulator — is unbounded because an optimum decision cannot be made until
the surviving paths to all states share a common initial subpath and there will always
be rare ambiguous instances that could be resolved if just a little more data were
examined. However, little degradation occurs if a sufficiently large, finite decision delay
b is used.

To build a Viterbi demodulator, one must choose the decoding window width b
usually validated by computer simulation of the demodulator. This sets the decision
delay. At frame b, the demodulator examines all surviving paths to see that they agree
in the first frame. This defines a demodulated data symbol that is passed out of the
demodulator. Next, the demodulator drops the first symbol and takes in a new senseword
symbol for the next iteration. If all surviving paths again pass through the same node
of the now oldest surviving frame, then this data frame is demodulated. The process
continues in this way, decoding frames indefinitely.

If bis chosen large enough, then a well-defined decision will almost always be made at
each frame time. This decision will usually be the correct one. However, several things
can go wrong. Sometimes, the sequence demodulator will reach a decision that is well-
defined but incorrect. This is a demodulation error. When a demodulation error occurs,
the demodulator will necessarily follow it with additional errors because the surviving
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-1.1 -1.1 -1.1

Figure 4.5. A trellis for a Viterbi demodulator.

path passes through the incorrect sequence of states. A sequence of demodulation errors
is called an error event; an error event begins when the surviving path enters an incorrect
state and ends when the surviving path returns to a correct state. Not only does one
want error events to be infrequent, but one wants their duration to be short when they
do occur.

Occasionally all of the surviving paths may not go through a common node in the
initial frame. This is a demodulation default. The demodulator can be designed to put
out an indication of demodulation default to the user whenever this happens, replacing
each received symbol with a special symbol denoting an erasure. Alternatively, the
demodulator can be designed to simply guess, in which case, a demodulation default
becomes equivalent to a demodulation error.

An example of a Viterbi demodulator is shown in Figure 4.5. This trellis is based
on a simple case of intersymbol interference in an antipodal signaling waveform with
go = l and g; = 0.1. Because only one bit of memory is needed, there are only two
states in the trellis, corresponding to the two possible values of the previous data bit.
The branches of the trellis are labeled with the values of ¢y, the expected values of the
received sample.

Suppose the received samples at the output of the matched filter are given by the
sequence

v=1.0,00,02,—-1.1,....
The two paths of length 1 through the trellis have squared euclidean distances from v of

d*(v,(1.1)) = (1.0 — 1.1)> = 0.01
d*(v,(—0.9)) = (1.0 + 0.9)> = 3.61.

The right side gives the discrepancies of the two paths to the nodes in frame 1. Each of
the two paths of length one is extended in two ways to form four paths of length two,
two paths to each node in frame 2. The four paths of length two have squared euclidean
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distances from the senseword sequence given by

d’>(v,(1.1,1.1)) = 0.01 + (0.0 — 1.1)> = 1.22
d?(v,(—0.9,0.9)) = 3.61 + (0.0 — 0.9)> = 4.42
d*(v, (1.1,—0.9)) = 0.01 + (0.0 + 0.9)> = 0.82

d*(v,(—0.9,—1.1)) =3.61 + (0.0 + 1.1)> = 4.82

of which the first two paths go to the top node in frame two, and the last two paths go to
the bottom node in frame two. Of these, the first and third paths are selected as the two
most likely paths to each of the two nodes in frame two, which implies that ag = +1
because both surviving paths begin the same.

Each of the two surviving paths of length two is extended in two ways to form four
paths of length three, two such paths to each node in frame three. The four paths have
squared euclidean distances from the senseword sequence, given by

d’(v,(1.1,1.1,1.1)) = 1.22 + (0.2 — 1.1)> = 2.03
d*(v,(1.1,—0.9,0.9)) = 0.82 + (0.2 — 0.9)> = 1.31
d?(v,(1.1,1.1,-0.9)) = 1.22 + (0.2 + 0.9)> = 2.43
d*(v,(1.1,1.1,—1.1)) = 0.82 + (0.2 + 1.1)> = 2.51,

of which the first two paths go to the top node in frame three, and the last two paths go to
the bottom node in frame three. Of these, the second and third paths are selected as the
two most likely paths to each of the two nodes in frame three. However, in the second
position, the surviving paths do not agree, so it is not yet possible to demodulate a;.

Each of the two surviving paths of length three is extended in two ways to form four
paths of length four, two paths to each node in frame four. The four paths have squared
euclidean distances from the senseword sequence, given by

d*(v,(1.1,-0.9,0.9,1.1)) = 1.31 4+ (= 1.1 — 1.1)*> = 6.15

d*(v, (1.1,1.1,-0.9,0.9)) = 2.43 + (—1.1 — 0.9)* = 6.43
d*(v,(1.1,-0.9,0.9, —0.9)) = 1.31 + (= 1.1 + 0.9)* = 1.35
d*(v, (1.1,1.1,-0.9, —1.1)) = 2.43 + (—1.1 + 1.1)* = 2.43,
of which the first two paths go to the top node in frame four, and the last two paths
go to the bottom node. Of these, the first and third paths are selected as the two most
likely paths to each of the two nodes in frame four. The surviving paths agree in the
first three branches, which implies that ag = +1, a; = —1, and a» = +1. Notice that

although a; could not be demodulated after the third iteration, it can be demodulated
after the fourth iteration.
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|
Frame Frame Frame Frame Frame
0 1 2 3 4
.01 1.22 1.31 6.15
3.61 0.82 2.43 1.35
(+1) -1 (+1) (*)
Figure 4.6. Example of a Viterbi demodulator.
The trellis in Figure 4.6 is pruned to show how the candidate paths grow and die.
At each iteration, the surviving paths are extended to each of the new nodes, the
cumulative squared euclidean distance is calculated, and the less likely path to each
node is discarded.
|
4.4  Error bounds for sequence demodulation

A sequence demodulator, such as the Viterbi algorithm, works its way along a noisy
received sequence, reconstructing the modulated datastream symbol by symbol. Occa-
sionally, the demodulator makes errors. Because of the interdependence of the symbols
of the sequence, we expect that errors do not occur in isolation; there will be some
clustering of errors into error events.

A minimum-distance sequence demodulator finds the path through the trellis closest
to the senseword in the sense of minimum euclidean distance. Our goal in this section
is to determine the probability that a wrong path through the trellis is closer to the
senseword than is the right path. Of course, for an infinitely long sequence, we may
always expect that there will be occasional errors, and even though the error rate may
be quite small, the probability of at least one error in an infinitely long sequence is one.
To discuss error rates in a meaningful way, we must define a notion of local errors in a
sequence.

Figure 4.7 shows two of the paths through a trellis. The first path is the upper straight
line. The second path is the lower path, which re-emerges with the upper path briefly,
then moves away again for a time. Suppose that the upper path depicts the correct
path and the lower path depicts the incorrect path that is selected by the minimum-
distance sequence demodulator because it is more similar to the senseword in the sense
of euclidean distance. Twice the demodulated path through the trellis deviates from
the correct path. The segment of the demodulated sequence between the time its path
deviates from the correct path and the time it rejoins the correct path is an error event.
Our example in Figure 4.7 has two error events. Within an error event, some of the
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Figure 4.7. Error events in sequence demodulation.

demodulated symbols will be incorrect and some symbols will be correct. Correct
symbols within an error event are rarely of value, so the probability of an error event
is usually a better way to describe performance than is the probability of symbol error.

In general, we should distinguish between the probability that a symbol is in error,
the probability that a symbol is contained within an error event, and the probability that
a symbol is the first symbol of an error event. Each of these probabilities is difficult to
compute, and we settle for bounds that can be derived conveniently, and for whatever
statements that can be made.

We may design a minimum-distance demodulator so that, whenever the distance
between the senseword and every trellis sequence of some fixed length is larger than
some fixed value, it will refuse to demodulate that section of the sequence. Then over
that section, the demodulator output is the special symbol that denotes an erasure. This
demodulator is called a bounded-distance demodulator, or a demodulator with an era-
sure option. Such demodulators intentionally expand the role of demodulator defaults
into intentional erasures and are useful when one prefers missing data to incorrect data.
For such demodulators, we would also need to study the probability of erasure events.
We will not further consider demodulators with an erasure option, but our methods of
analysis can be extended to this case.

The exact calculation of the probability of demodulation error can be a formidable
task. Fortunately, satisfactory approximations exist, so one often forgoes an exact
calculation.

Definition 4.4.1 The minimum euclidean distance, dn,in (or free euclidean distance)
of a set of real-valued sequences is the smallest euclidean distance d(c,c’) between
any two distinct sequences ¢ and ¢’ in the set.

We are interested in discrete sequences that arise in the demodulation of intersymbol
interference. Such sequences can be generated by exciting a finite-impulse-response
filter, starting at time zero, with sequences of values from a fixed signal constellation.
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It is sufficient to compute the minimum distance only over pairs of sequences that
have different values in the first symbol and differ in only a finite number of symbols
thereafter. This is because, if ¢; = Zg;_rax and ¢ = Xy gi_xay,, then

v %
/ /
Ci—¢ = E 8i—kak — E 8i—kay
k=0 k=0

v
= Zgi—k(ak — ap).
k=0

If co = ¢, then ap = a;, and the first symbol has no contribution to the distance d (c, c’).
The distance d (¢, ¢’) is equal to the distance between another pair of sequences that are
both translated by one position. Furthermore, if d (¢, ¢’) is finite and the a; take values
in a finite set, then the sequences ¢ and ¢’ must be equal except in a finite number of
places.

The minimum euclidean distance in a set of sequences plays the same role in describ-
ing the probability of error in sequence demodulation as the minimum distance in a
signal constellation plays in describing the probability of symbol error in quadrature
amplitude demodulation in Chapter 6. Specifically, the expression

d .
Pe ~ Ny, O (—2‘“)
o

is a widely used approximation, where N,

.. is the number of nearest neighbors,
defined as the number of sequences at distance dpi, from a given sequence. When
the signal-to-noise ratio is large enough, this approximation is justified by a satisfac-
tory agreement with the results of many simulations of various examples, and with
measured data. It is also justified in a heuristic way by the approximate upper and
lower bounds we shall discuss in this section. Neither the upper bound nor the lower
bound are mathematically sound. Both have derivations that are flawed. However, the
bounds do aid in understanding. More importantly they are confirmed by simulation
and experimentation.

To develop the upper and lower bounds, we have two tools that are available and
easy to use. One tool is the union bound; the other tool is the nearest-neighbor bound.
The union bound has been defined earlier. The nearest-neighbor bound deletes from
consideration every erroneous sequence that is not a nearest neighbor. The union bound
gives an upper bound, but it is uninformative because there are an exponentially large
number of terms. The nearest-neighbor bound gives a lower bound, but it is uninfor-
mative unless the remaining terms involving the nearest neighbors are not entangled.
To state an upper bound on a lower bound (or a lower bound on an upper bound) by
combining the two bounds is essentially meaningless unless we can claim that the two
bounds are actually good approximations. This we claim only based on experimental
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evidence or on simulations, and then only when the signal-to-noise ratio is sufficiently
large.

We first derive a “lower bound”. Let ¢ and ¢’ be any two sequences at distance dpin
that have different branches in the first frame of the trellis. Suppose that whenever either
of these two sequences is transmitted, a genie tells the demodulator that the transmitted
sequence was one of the two, but does not say which one. The demodulator only needs
to choose between the two. Such side information from the genie cannot make the
probability of demodulation error worse than it would be without the side information.
Hence the probability of demodulation error for the two-sequence problem can be used
to form a lower bound on the probability of demodulation error whenever c¢ is the
transmitted sequence.

When given v, the minimum-distance demodulator chooses ¢ or ¢’ according to the
distance test: choose ¢ if d(v,¢) < d(v,c"), and otherwise choose ¢’. (This is as the
maximum-likelihood demodulator to be discussed in Chapter 7 whenever the noise is
white gaussian noise.) This condition can be written

/2 2
D e —cil? > D loe — ol
L l
An error occurs whenever
/12 2
le—clgl < Zlve—czl :
¢ ¢
Because vy = ¢ + ny, the condition for an error becomes

D lee =) +n)l <) ng.
14 l

Expanding the square on the right and canceling ) _, n%, we can write the condition for
an error as

Re Y, ne(c) — co)*]
d(c,c)

< d(e,c).

When the noise is gaussian, the left side is a zero-mean gaussian random variable with

2

variance o<, as is easily verified. Therefore, we see that this task has the same form as

the task of detecting a pulse whose energy is
E, = d*(c,¢')

2 as was the case in the demodulation of on—off

in white gaussian noise of variance o
keying. Consequently, the probability of error for the minimum-distance demodula-

tor for distinguishing between two equally likely sequences ¢ and ¢’, in memoryless
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gaussian noise of variance o2, i

’ dmin
pe(c,¢) =0 ( )

S

20

because d(c,c¢’) = dmin. The probability of error for the original problem, which has
many codewords, can only be larger. Consequently, we have

dmin
>
Pelc = Q< 20 )

as the lower bound on p,|c, defined as the probability of demodulator error in the first
symbol given that there are only two sequences and one of them is the correct sequence.

By linearity, every ¢ has the same pattern of neighboring sequences, so such a statement
is true for every c. Therefore, the same lower bound holds for the average probability
of error pe.

This inequality is mathematically correct but rather weak because it only considers
the errors that result in a particular nearest neighbor ¢ when ¢ is transmitted. There
are many sequences other than ¢’ that could be the wrong code sequence. In particular,
there may be many sequence nearest neighbors, the number denoted N, . , at distance
dmnin from ¢. Therefore, by the union bound, we may expect that

do:
e
20

is an approximation to a lower bound where p, denotes the probability of error in the first

symbol of a sequence starting from an arbitrary trellis state. The bound is not precise
because it counts as two errors the situation where there are two wrong sequences closer
to the senseword sequence than is the correct sequence. This defect is not significant for
high values of signal-to-noise ratio, but makes the bound questionable for low values
of signal-to-noise ratio.

Next, we shall use a union-bound technique to obtain a corresponding “upper bound”.
Applying the union bound allows us to use the expression for the pairwise probability
of error to bound the probability of error in the general problem. There is a difficulty,
however: because so many codewords are in a code, the union bound can diverge. A
more delicate analysis would be needed to get a rigorous upper bound.

If we apply the union bound directly, we have for the probability p,.|¢ of demodulation
error given that ¢ is the correct sequence

Pele < Y pele,€)

C'#£C

d(c,c)
:ZQ< 2 )

C'#£C
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We can group all terms of the sum for which the distance d(c,¢’) is the same; the
distinct values of the distance are countable. That is, let d; for i = 0,1 ... denote the
distinct values that the distance d (c, ¢’) takes on. Then

00 d;
Delc < ZNdiQ o
i=0

where Ny, is the number of sequences ¢’ at distance d; from ¢ and differing in the
first symbol. Because of the linearity of the intersymbol interference, the set of d; for
i =0,1,..., does not depend on the choice of codeword ¢. For values of d smaller
than the minimum distance dp,,, the number of sequences at distance d is zero, and
do = dpin. Consequently, averaging over all ¢ gives

00 d
1
Pe < ZNdiQ (z)
i=0
dmin > di
(%) + e (50

Continuing with the development, we now recall that Q(x) is a steep function of its
argument — at least on its tail, which is where we are interested. Consequently, we make
the naive assumption that the sum on the right is dominated by the first term. Then we
have the approximation to the upper bound

d .
pe S Na,i O ( mm) ,
20

which matches the approximate lower bound described earlier. The flaw in this discus-
sion, however, is that it is not valid to discard an infinite number of terms just because
each is individually small. Nevertheless this gives a nonrigorous development of a
description of the probability of demodulation error which states that

A
Pe % Ny, O ( 2‘“) :
o

This agrees with the usual observations for large signal-to-noise ratio. However,
because there are an infinite number of error sequences, a precise statement for p,
with a rigorous derivation has never been found.

4.5 Dominant error patterns

The nonrigorous approximations to the bounds on error probability, given in the pre-
vious section, can be quite good and the bounds are asymptotically tight for large
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signal-to-noise ratios, as can be verified by simulation. However, the derivations of
both the upper bound and the lower bound are flawed. The derivation of the lower
bound is incorrect because there are so many terms in the union bound that the right
side of the union bound may very well be infinite. It is not correct to discard these
many small terms in the last step under the argument that they are individually small. If
desired, the derivation can be reformulated so that many of these terms are not included
in the bound in the first place. This is the topic of this section.

Some sequences defined by a trellis “lie behind” other sequences when observed from
a fixed sequence, c¢. They are, in a sense, hidden sequences. This means that whenever
such an incorrect sequence is the most likely sequence then there is a second incorrect
sequence that is also more likely than the correct sequence. That is, if ¢ is transmitted
and the hidden sequence ¢” is the most likely sequence given the senseword v, then
there will be another sequence ¢’ that, given v, is also more likely than ¢. Whenever
such a sequence is the incorrect demodulated sequence, there will be at least one other
sequence closer to the senseword than the correct sequence. These hidden sequences
result in double counting of certain error events, which means that these events could be
omitted from the bound. But sequences are complicated and numerous, so this situation
is difficult to identify.

Figure 4.8 shows three of the many paths through a trellis. The horizontal path is
taken to be the correct path. The solid irregular path is taken to be the path at minimum
distance from the senseword, and so is responsible for an error event. The dotted path
is another error path that is closer to the senseword than is the correct path, but not
as close as the chosen error path. Therefore, as we will argue, the chosen error path
could be deleted from the bound on p, without invalidating the union band. To apply
the union bound more carefully to sequence demodulation, we must avoid including
such extraneous terms in the sum. Accordingly, we shall introduce the extended union
bound.

The union bound states that for any set of events,

Pr U& 52Pr[5,~].

To extend the union bound, define a dominant set &; of the collection of sets {£;} as a
set that is not contained in any other set of {&;}, and a hidden set &; € {£;} as a set that

Figure 4.8. A likely and an unlikely error path.
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is contained within another set of {£;}. Let Z be the set of indices of the dominant sets.
The extended union bound is

Pr [U 5,} <Y Pr[&l.
i i€

Bounds on the probability of bit error p, for sequence demodulation will be developed
as an example of the use of dominant sequences, and of the extended union bound.

An antipodal signaling waveform transmits data symbols £1 and, in general, the
receiver sees intersymbol interference in the matched-filter samples for the antipodal
signaling waveform. We shall treat the case of a finite data sequence {ao, . .., a,—1} of
blocklength n. The matched-filter output is the senseword

n—1

vy = Zag/gg_g/ 4+ne £=0,£1,£2,...
=0

where ag = +1 and the noise samples are independent, identically distributed, gaussian
random variables. In general, the intersymbol interference can be two-sided — and even
of infinite duration with little change in the discussion.

An error sequence in the estimated data sequence a of blocklength » is denoted

e = (609617 e 9en—2, el’l—])

where, because an error always changes £1 to F1, e, takes only the values —2, 0, or
+2. The weight of the vector e, denoted wt(e) is the number of places at which e is
nonzero.

An error pattern in the estimated data sequence @ corresponds to an error in the
estimated noise-free filter output sequence, which will be denoted §(e) and defined
componentwise by giving the £th term as

n—1 n—1
Se(e) =Y (av +ee)ge—e — Y avge—v
=0 =0

n—1
= Z Cr8e—r
=0

where &¢(e) is the £th component of §(e). Notice that §;(e) does not depend on the
actual data sequence a, only on e. The euclidean distance between any two filter output
sequences whose data sequences differ by the error vector e is denoted by

1

00 2
18(e)ll = [ 3 a%(a} .

{=—00
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Accordingly, the probability of confusing data vector a with data vector a + e is

pla+ela) =0 (II5(8)II)

20

because this is the same binary decision problem as occurs in antipodal signaling, but
in this case, the two received signals are at distance ||§(e)]|.

We shall want to average the probability of bit error over all possible data sequences
and all possible error sequences. To do this, it is productive to invert our point of
view by first fixing a specific error sequence, then matching it to all data sequences
with which that error sequence is compatible. Because a; = £1 and the components
ay + e¢ must form another data sequence taking only values 1, not all data sequences
a are compatible with a fixed error sequence e. A data sequence a is compatible with
a specific e if and only if a; and e, have opposite signs for all nonzero components e, .

For a fixed error vector e, with weight wt(e), the probability that a randomly and
uniformly chosen binary data sequence a is compatible with e is 2~%€)_ This is because
a-+eisanelementof {—1, 41}" if each nonzero component of e is opposite in sign to the
corresponding component of a. Because each component of a has the appropriate sign
with probability one-half, a + e is an element of {—1,41}" with probability 2~V!(€),

To bound the probability of error of the kth bit, denoted p, (k), first define

E ={e€{-2,0,2}": e #0}

as the set of all error sequences that have an error in the kth bit. Then, when averaged
over all datawords, we have the union bound

pe(k) <y 27"@0 <||5(e)||> .

20
ect

Again, this bound is essentially useless in this form because there are so many terms in
the sum that the right side may be infinite. However, we now have the problem set up
in such a way that we can purge many superfluous terms from the sum. We need only
replace the union bound with the extended union bound. Therefore

N i) ||8<e>||>
pel) ="y 2 Q(—za

ee]—'k

where F;, is the set of dominant error sequences with a nonzero error in the kth bit
position. All that remains is to specify Fy.

Decompose any error sequence e € & into two nonoverlapping nonzero error
sequences, as

eze/+e//



116

Sequences at baseband

with e’ € &;. The requirement that ¢’ and ¢’ be nonoverlapping means that e’ and e”
cannot have a common nonzero component. This means that wt(e") + wt(e”) = wt(e).
We can also write this property as a dot product of magnitudes: |¢’| - |e”| = 0.

We shall prove that if such a decomposition of the error pattern also satisfies

o]
Re ) 8e(e)3i(e") =0,

{=—o00

then we do not need to include the error pattern e in the sum for p. (k) because it is
hidden by the error pattern e’. To anticipate this end, define the set of dominant error
patterns F as the set of all error patterns that cannot be decomposed to satisfy this
condition. The set of hidden error sequences is the complement of the set of dominant
error patterns, and is given by

Fi= i €&t ReXZ  bu(e)sj(e) = 0}’

it being understood that ¢’ € &, ¢’ # 0, e = ¢’ + ¢”, and |€’| - |¢”'| = 0. The next
theorem states that only dominant error patterns need to be included in the union bound.

Theorem 4.5.1 The probability of error in the kth bit of a sequence demodulator for
antipodal signaling in memoryless white gaussian noise of variance o* is bounded by

_ I3 ¢e)]
wt(€)
pek) < Y 27O (—20 )

66.7:1(

where Fy, is the set of dominant error sequences.

Proof Let c(a) denote the noise-free senseword corresponding to data sequence a.
Let v be the noisy received sequence v = c(a) + r. The minimum-distance sequence
estimator, when given v, chooses a data sequence a that minimizes d (v, ¢(a)). Suppose
that e is in & but not in Fy, that a is the correct data sequence, that @ = a + e is the
minimum-distance data sequence, and that e = ¢’ + ¢ as defined previously. We shall
show that if e is a hidden error pattern, then d (v, c(a + €')) < d (v, c(a)) for that v.
This establishes the following containment of events:

{v +d(v,¢(a +e)) = min d(v,c(a))} - {v - d(v,cla+¢)) < d(v,c(a))}.

Because the set on the right is a set of dominant error patterns, the set on the left is not
included in the extended union bound.

We now come to the manipulations that will establish these claims and so complete
the proof of the theorem. Let v = c(a) + n,a = a + e, and ¢ = c(a) + 5(e). Then,
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writing the components of v as ¢y + ng, we have

d(v.c(a+e) —dw,cla+e)) = lco+n —co— Sele)
12

=Y lee +ne — ce — Se(e)?
L

and

d(v,ca+e") —dw,e@) =Y lcc+ne—ce—8e(e)> =Y lee +ne — cel.
4 L

Now compute the difference between the right sides of these two equations, calling
it A. Thus

A=Y [Ine = 8@ = Ine = 80 = Ine = e + Inel]
4

Next, recall that §¢(e) = 8¢(e’) + 5¢(e”") and reduce the expression for A to the form
A=Y (180 + 8 ~ 160e)? — [8e(e )P
¢
= 2Re Z Se(e)8; (e
¢

>0
where the inequality holds as an assumption of the theorem. Consequently,
dv,c(a+e)) —d(v,c(a+e)) —dw,cla+e")) +dv,ca)) > 0.

This can be rewritten as

dw,cla+¢)) —dw,cla) <d(, cla+e) —d,cla+e"))
<0

where the second inequality here holds because d (v, c(a + e)), by definition, is the
minimum distance between v and any c¢. Thus

d(v,cla+¢€)) <dv,c(a)),

and the theorem is proved. |

The usefulness of Theorem 4.5.1 is helped by the fact that there are only a finite
number of dominant error patterns of any given weight because if the support of e’
and e” are separated by more than the constraint length, then 8(e’) and §(e”) do not
overlap, so Z¢8¢(e")d¢(e”) is zero.
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4.6

Linear equalization

A signaling waveform that has no intersymbol interference must use a Nyquist pulse.
Otherwise, the intersymbol interference should be compensated in some way, or an
unnecessary performance degradation will occur. This process of compensation for
undesired intersymbol interference is called equalization. We have already studied the
decision-feedback demodulator and the Viterbi algorithm as methods of demodulating
in the presence of intersymbol interference. Accordingly, these are also called decision-
feedback equalization and Viterbi equalization, respectively.

Linear equalization is another method of dealing with intersymbol interference. This
method consists of cascading a filter, called an equalization filter, with the channel so
that the combination of channel and filter now has a predetermined transfer function.
The cascade of the actual channel and the equalization filter has the transfer function
of the desired channel.

The underlying idea of linear equalization, as shown in Figure 4.9, is simple. If
we desire a channel transfer function H(f), and the channel has an actual transfer
function that is different from the desired channel transfer function, we can cascade
an equalization filter with the channel. The frequency-domain transfer function of the
equalization filter is equal to the desired transfer function divided by the actual transfer
function. The cascade of the equalization filter with the actual channel then gives the
desired channel response.

The linear equalizer does not rest on the theory of the matched filter or on the
maximum-likelihood principle, so it is not an optimum demodulator in either of these
senses. Because the actual channel transfer function H'( f) appears in the denomina-
tor of the equalization filter, there will be noise amplification at frequencies where
H'(f) is small, and corresponding performance degradation. This is the disadvantage

Actual Equalization
Channel Filter
H(f
—> H'(f) o HO L
H'(f)

—| Hf) ——>

Effective
Channel

Figure 4.9. Equalization.
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of the linear equalizer. The advantage of a linear equalizer is its comparative ease of
implementation. Whereas a Viterbi demodulator has a complexity that depends expo-
nentially on the constraint length of the intersymbol interference, a linear equalizer has
a complexity that depends only linearly on the constraint length.

An equalization filter can be placed either in the receiver or in the transmitter. In
magnetic recording, the latter is called write equalization. If the system were linear and
noiseless, it would not matter to the theory whether the equalizer was in the transmitter or
in the receiver but, because noise is always present, the two locations are not equivalent.
The equalizer can even be factored, with part in the transmitter and part in the receiver.
We usually think of the equalizer as residing in the receiver, as shown in Figure 4.9.
This is often the more convenient place to put it, especially if the equalizer is an
adaptive equalizer as described in Section 4.7. Moreover, the equalization filter may be
implemented partially in continuous time before the sampler and partially in discrete
time after the sampler.

When the channel input pulse is p(t), the channel output is

v(t) = p(t) * h(t) + n(r)
=s(t) + n(1),

where h(?) is the impulse response of the channel. The output of the equalization filter
g0 is

u(®) = v(r) * g(r)
= p(1) * h(1) * g(1) + n(1) * g (7).

Suppose that p(t) has been selected so that p(t) * p(—t) is the Nyquist pulse r(z). We
can easily find the equalization filter g(¢) that recreates the Nyquist pulse by working
in the frequency domain. The output pulse of the equalizer has Fourier transform
P(f)H(f)G(f), which we want to equal R(f). Thus

P(HH(F)G(f) = P(/HP*(f),
from which we conclude that

*
o) = |OVHD P £
(f)=0.
This simple equalizer is called a zero-forcing equalizer because it restores the equalizer
output to a Nyquist pulse, as shown in Figure 4.10. The zero-forcing equalizer is an
elementary equalizer that gives no consideration to its effect on the noise in the received
waveform. The filter may clash with the goals of a matched filter and may even amplify
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P(t) h(t) s(t) Zero-Forcing r(t)
Equalizer
Channel
a) Zero-Forcing Equalization /‘\
; |
Impulse s(t) -Forci r(t)
pt) = ht) Zero Fo_rcmg :
Equalizer Nyquist
- Pulse
Synthetic
Channel

b) An Equivalent Model

Figure 4.10. The zero-forcing equalizer.

the noise. A more sophisticated equalizer compromises between shaping the output
pulse and rejecting channel noise.

An equalizer that consists of a linear finite-impulse-response filter of finite length
cannot, in general, force all intersymbol interference coefficients to zero; there must be
a compromise. This compromise can be based on defining a performance measure, then
selecting the tap weights in order to optimize this performance measure. The obvious
performance measure to minimize is the bit error rate at the output of the demodulator
because bit error rate is a standard performance measure of a modem. However, the bit
error rate is an intractable function of the tap weights so other elementary performance
measures are employed for designing an equalizer, such as the mean-square error or
the peak interference. Of these, the least-mean-square equalizer is noteworthy and
tractable. It is developed in Section 4.8.

4.7

Adaptive equalization

A linear equalizer adjusts the actual linear channel in order to change it to the desired
linear channel. To accomplish this, the equalizer must know the actual channel or an
adequate model of the actual channel. This amounts to knowing the channel impulse
response A(t). In many applications, the channel impulse response is not completely
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known at the receiver; it must be inferred from the received signal itself. This is
inherently a statistical process because of noise and because the data symbols may
not be known. An adaptive equalizer is an equalizer that adjusts itself by using an
observation of a sample output sequence of the actual channel. The output sequence
may be the response of the channel to a prespecified channel input, known as a training
sequence, that is known to the receiver. Alternatively, the output sequence may be the
response of the channel to an ordinary input waveform carrying arandom data sequence.
Designing an adaptive equalizer is more difficult if the data itself is not known.

A training sequence may be appropriate for a point-to-point communication system in
which messages are of finite length with a beginning and an end. The training sequence
may be placed as a preamble to the overall message, and the receiver is equalized
before the data-bearing portion of the message begins. In a broadcast communication
system, however, there may be many receivers. An individual receiver may choose to
tune in to an ongoing broadcast at its own convenience. In such a system, one might
choose to adjust the equalization based on the ordinary data-carrying waveform. Even
if a training sequence is used initially, it may be appropriate to continue to adjust the
equalization based on the received channel signal so that any variations that occur
in the channel transfer function will be neutralized by changes in the equalization
filter.

Figure 4.11 shows the general plan of an adaptive equalizer. A replica of the mod-
ulator is contained in the receiver. This local modulator generates a signal that will
be compared with the equalizer output to form an error signal, which is the input to
an adaptive equalization filter. The adaptive equalization filter adjusts itself in such a
way that the error signal is driven toward zero. The input to the local modulator may
be either a training sequence or a regenerated sequence of data from the demodulator.
However, there are two reasons why a training sequence is to be preferred. First, the
demodulator will make occasional errors, especially when the adaptive equalizer is far

Training
Sequence
Generator 1
—
Adaptive
Channel .
Equalizer Demodulator
Output )
Filter

Error _
Signal Reference
Local
Modulator

Figure 4.11. Schema for adaptive equalization.
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from its correct setting. This will cause errors in the output of the local modulator,
which will tend to drive the adaptive equalizer incorrectly. If the equalizer begins when
it is severely out of adjustment, it may not converge. Second, the datastream coming
from the demodulator might not be sufficiently random. This can fail to expose some of
the errors in the equalizer setting. If the actual datastream results in a waveform without
enough energy in some frequency region, then the equalizer will not be able to adapt
properly in this region, and the demodulator may be vulnerable to future data errors
when this frequency region is used. For example, an antipodal signaling datastream
with a long run of alternating zeros and ones will have little energy near zero frequency
so the equalization may be poor near zero frequency.

4.8

Least-mean-square equalization

A variety of criteria can be used for designing a linear equalizer, whether it is adaptive or
nonadaptive. We shall describe the popular least-mean-square-error criterion. The goal
of this equalizer is to minimize the mean-square error resulting from the combination
of noise and intersymbol interference.

We will consider a real baseband channel. In this case the time samples are real. The
same techniques can also be used with a complex baseband channel, in which case the
time samples would be complex.

A common structure for a discrete-time linear equalizer is the transversal filter, which
consists of a delay line tapped at uniformly spaced intervals. When time is discrete, a
transversal filter is called a finite-impulse-response filter. The output of a typical finite-
impulse-response filter, as shown in Figure 4.12, is a linear convolution of the input
sequence and the sequence described by the filter tap weights

K—1
re = ngSg_k Z:O,
k=0

where g, for k = 0,...,K — 1 is the kth tap weight of the filter having a total of K
taps, s¢ is the £th filter input sample, and ry is the £th filter output sample. The task

o Oy, Oy, O

> PR p—

?
(+) (+) (+) we G, €1, Gy

Figure 4.12. A finite-impulse-response filter.
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of designing a finite-impulse-response equalizer consists of choosing K and specifying
gr fork =0,...,K — 1. One way of designing this FIR filter of a given length K is
to approximate the ideal linear equalizer with a finite-impulse-response filter. Another
way is to restate the criteria for the equalizer design and to rederive the best linear
equalizer within this class of finite-impulse-response filters of a given length K.

The only linear equalization filters that need be used for our usual waveform of
quadrature-amplitude modulation (QAM) symbols are those that have the form of a
whitened matched filter before the sampler, followed by a discrete-time filter after
the sampler. Later, we shall see in Section 7.3, in the conclusion of Theorem 7.3.1,
that there is no advantage in having another filter prior to the matched filter. Even
when intersymbol interference is present, so long as only the second-order proper-
ties of the noise are considered, the matched filter, followed by a sampler, preserves
all relevant information in the received signal that can be recovered by a linear
filter.

The least-mean-square equalizer minimizes the mean-square value of the error signal
at the output of the equalizer, an error signal that is due to both the residual intersymbol
interference and the unfiltered channel noise. Minimization of mean-square error is an
ad hoc compromise that cannot be motivated by any deeper theory. Minimizing mean-
square-error at the equalizer output does not necessarily minimize the probability of
demodulated symbol error because intersymbol interference does not have the same
probability density function as gaussian noise. Further, dependence will remain in the
sequence of samples; hence following the equalizer by an isolated-symbol demodulator
will ignore available residual information. Nevertheless, the least-mean-square-error
equalizer followed by an isolated-symbol demodulator can be entirely adequate in many
applications.

For the equalization filter, we choose a finite-impulse-response filter of length K so
that the equalized output samples are

K—1
/
ay = Z 8kVo—k-
k=0

The mean-square error criterion requires that the £th sample a;, out of the filter should

be equal to the £th transmitted pulse amplitude ¢, with minimum mean-square error due

to the combination of intersymbol interference and noise. The tap weights g; will be

chosen to make the combined result of these two sources of error as small as possible.
The mean-square error of the vector of n output samples is defined as
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where ey is the error in the £th sample

e =a; —ag
K—1
=) gkvek —ar.
k=0

The mean-square error is the expectation of a quadratic function of the K tap weights
as follows

k=0

1 n—1[K-1 K-1
€ = E— — ’ I —
. [Z 8kVe—k az} [Z 8k'Ve—k az}
k’'=0
K

| =l [K=1K=1 K-1
= [ E [gkgrve—kve—k'] — 2a¢E Z [gxve—i] + 04 :
k=0 k'=0 k=0

Now recall that, for white noise of variance o2,

2
E[vg—kve—i'] = S¢—kSe—r' + 0 S

where the discrete impulse function 8 is equal to one if k is equal to k’, and otherwise
is equal to zero. Now we can write

n—1 [K—1K-1
=—Z|:Z nggk/se kSe— k/+ngU — 2ay ngsz k+ae:|

£=0 Lk=0 k'=

We can visualize this quadratic function in the g; as a bowl in K-dimensional space.
The goal of the adaptive equalizer is to find the minimum of this bowl. A necessary
and sufficient condition on the optimal setting of the tap weights is that the partial

derivatives de/dgy, are equal to zero fork = 0, ..., K — 1. The partials are evaluated as
Je 2 n—1K-1 n—1

3_ = ; Z Z 8jSe—jSe—k + nGZgJ-Sjk — ZagS(_k =0.
8k =0 j=0 =0

Therefore with the notation

n—1

1
2
Rj, = ; E Sg—jS¢—k + no 5jk
£=0



125

4.8 Least-mean-square equalization

and

1 n—1
R, =
£=0

the tap vector g is the solution of the equation

K—1
j=0

An explicit solution is

K—1
-1
8 = ZRjk R;w
k=0

The explicit solution given above is usually considered unsatisfactory, especially
for adaptive equalization, not only because it may be computationally excessive but
because it weighs all data equally, even the oldest data in use. The preferred approaches
are iterative, updating the tap weights in a way that drives the partial derivatives toward
zero. Iterative computational procedures, such as the stochastic gradient adaptive
equalizer, are in wide use, and form part of a more complete treatment of the subject
of adaptive filtering.

In theory, it is sufficient to use a symbol-spaced equalizer, that is, one with tap
spacing equal to the symbol spacing of T seconds. In practice, a fractionally-spaced
equalizer, such as one with a tap spacing of 7' /2 is more robust and its performance is
more tolerant of compromises in the complexity of the implementation. We shall only
discuss the simpler case of a symbol-spaced equalizer.

An alternative linear equalizer is the zero-forcing equalizer. The zero-forcing equal-
izer must equalize the channel so that when the received pulse is s(¢), the sampled output
of the equalized channel has no intersymbol interference. Specifically, we require r(¢)
to have samples

0 £=-N,...,—1
re=r(fT)y=311 £=0
0 ¢=1,...,N

where we have imposed constraints on only 2N + 1 samples because of the finite length
of the FIR filter. Because the constraints are specified for negative values of £, we must
rewrite the filter response in the symmetric form as

N
re = Z 8kSt—k-
k=—N
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Writing this out in matrix form gives

S0 S—1 S—_2N+1 S—2N 8-N

51 50 S_ON42  S—2N+1 | | 8-N+1

SN SN-—1 S_N+1 S-N 80
SIN-1  S2N-2 50 51 gN-1
| Sov  SaN-—1 51 so L &v

In compact form, this is the matrix-vector equation

Sg=r.

The vector of tap weights is then given as the solution of this equation
g=3S Iy,

Because N is finite, the zero-forcing equalizer does not prevent the impulse response
from being nonzero at sampling instants far from the origin, so intersymbol interfer-
ence is not completely eliminated. Therefore the zero-forcing equalizer forms only an
approximation to a Nyquist pulse at the channel output. However, if the number of filter
taps is large in comparison to the number of sampling intervals in which the channel
output is significant, then we may expect the residual effects to be negligible, although
the theory does not guarantee that this is so.

Problems for Chapter 4
4.1. An antipodal signaling waveform is used on a channel that has intersymbol
interference described by the discrete sequence

g=1(1,0250,0,0,...).

Assuming that the binary data symbols are equiprobable, and that each data
symbol is demodulated by a simple threshold without consideration for the
intersymbol interference, find an expression for the probability of error as a
function of Ej/Ny. On the same graph, plot p, versus Ej /Ny for antipodal sig-
naling without intersymbol interference, and with this model of uncompensated
intersymbol interference. At p, = 107>, what is the difference in Ej,/Ny?
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4.2.

4.3.

4.4.

4.5.

The pulse

sinwt/T cosmt/T

SO = T 1= 412

is a Nyquist pulse for signaling interval 7.

a. Describe the zeros of s(¢).

b. Describe the intersymbol interference for the situation where the pulse is
used with antipodal signaling, but the channel data rate is doubled. That is,
T, =T/2 and

o0

c(t) = Z aps(t — £T}).

l=—00

c. Sketch and label a trellis for demodulation.
A discrete-time channel has intersymbol interference described by the
polynomial

g) =g 1x '+ g0+ g

=0.1x""+1+0.1x.
By combining the techniques of a decision-feedback demodulator and a Viterbi
demodulator, design a demodulator in which the Viterbi algorithm searches a

trellis that has only two states.
a. Prove that forx > Oandy > 0,

O(x +y) < Q)2

b. Show that the inequality
di
Pe = Z Q (%)
l
can be weakened to give
Amin ~(di~din? /B0
Pe =0 (? Z e .

Does the inequality apply to the demodulation of sequences as well as to the
demodulation of amplitude shift keying?
With the channel output matched-filtered to the data pulse s(¢), because of
channel dispersion the samples of a binary antipodal signaling waveform dis-
play intersymbol interference described by go = 1, g1 = 0.8, and g; = 0
otherwise.
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4.6.

4.7.

4.8.

4.9.

a. Given that the previous bit was demodulated correctly, what is the probability
of biterror as a function of E; /Ny? What is the value of p,, if E, /Ng = 10dB?

b. Given that the previous bit was demodulated in error, what is the probability
of biterror as a function of E /Ny? What is the value of p, if E, /Ng = 10dB?

c. What is the bit error rate if E,/Ng = 10 dB?

(Echo cancellation.) An echo channel has the form

g@) = h(@) +ah(t — A)

where A is large in comparison with the signaling symbol duration T of the
waveform

c(t) = Zags(t — 7).

=0

Describe a decision-feedback demodulator to remove the intersymbol

interference.

a. Given a channel with intersymbol interference and two sequences ¢ and
¢’ at distance d;,, one of which is known to have been transmitted, a
demodulator selects sequence ¢ or ¢’ if d(v,¢) < dmin/6, or d(v,¢) <
dmin /6, and otherwise declares a sequence erasure (undemodulatable data).
Give an approximate expression for the probability of message error and the
probability of message erasure.

b. Give approximate expressions for these probabilities for a demodulator for
a fully modulated waveform.

a. Show that the equalization filter

£ S5
‘N i
1+% i ’S(f_i_%))

k=—00 N (f + ?)

G(f)=

reduces to a matched filter when the signal-to-noise ratio is small.

b. Show that the output of the equalization filter reduces to a Nyquist pulse as
the signal-to-noise ratio becomes large.

c. Show that when the noise is white and s(¢) * s*(—t) is a Nyquist pulse,
the equalization filter reduces to a matched filter for all values of the noise
power.

d. How should the condition of part ¢ be restated when the noise is not white?

a. A linear channel is known to have a transfer function H (f) and additive
white noise. How should the transmitted pulse shape be designed for binary
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4.10.

4.11.

4.12.

antipodal signaling so that the channel output can be filtered to have a max-
imum signal-to-noise ratio, and so that the samples of the filter output have
no intersymbol interference and uncorrelated noise components?
b. Suppose now that the noise has power density spectrum N (f). How does
the answer to part a change?
The following example is contrived to show that the samples out of a filter
matched to the channel input pulse p(¢) can be inferior to the samples out of a
filter matched to the channel output pulse s(z). Let

p(t) = rect (%)

and

o
t— LT,
c(t) = Z agrect( T b)
=—00

(=—

where T, = 8T . Sketch the signal out of the matched filter p(—t¢). Is the pulse
p(t) x p(—t) a Nyquist pulse? Given the channel impulse response

t—6T
h(t):rect( T >,

describe the samples when the channel output c(¢) * h(¢) is sampled at the

symbol signaling instants £7. How does this compare with the output samples
of a filter matched to p(t) x h(¢)?

Abinary antipodal signaling waveform is used on a channel that has intersymbol
interference described by the discrete sequence

g = (1,0.25,0,0,0,...).

Assuming that the binary data symbols are equiprobable and the noise is white
and gaussian, and that each data symbol is demodulated by a decision-feedback
demodulator, find an expression for the probability of error as a function of
Ep/Np. On the same graph, plot p, versus Ej/Ny for binary antipodal sig-
naling without intersymbol interference, and with this model of intersymbol
interference. At p, = 1073, what is the difference in E), /No?

Abinary antipodal signaling waveform is used on a channel that has intersymbol
interference described by the discrete sequence

g =(1,0.25,0,0,0,...).

Given a received sequence v = (vg, v, 2,...) = (1.2,—0,8,—0.4,—-0.5,0.8,
1.4,...), find the first six iterations of the Viterbi demodulator.
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Notes for Chapter 4

Linear equalization, which is perhaps the simplest way of dealing with intersymbol
interference, goes back at least as far as Nyquist (1928). The more difficult topic
of adaptive equalization has its own extensive literature. The alternative method
of decision-feedback demodulation was introduced by Austin (1967) and advanced
by Monsen (1970), Mueller and Salz (1981), and others. However, the essentials
of the idea had been applied earlier by Mathes (1919) for telegraphy over subma-
rine cables. Salz (1973) and Proakis (1975) discussed the superior performance of a
decision-feedback demodulator relative to linear equalization with regard to noise, and
Qureshi (1982) showed the superior performance with regard to clock-synchronization
errors. Tufts (1965) and Aaron and Tufts (1966) discussed the difficult problem of
designing a linear equalizer to minimize the probability of error, and Ericson (1971)
formulated the decomposition of an equalizer into a matched filter followed by a
discrete-time filter after the sampler. The merits of the fractionally-spaced linear equal-
izer were recognized independently by many modem designers. Some early published
papers on this subject were by Lucky (1969), Guidoux (1975), Ungerboeck (1976),
and Qureshi and Forney (1977). Adaptive equalization began with the work of Lucky
(1965, 1966).

The trellis was so named by Forney (1973) as a graphical description of the behav-
ior of any finite state machine. The Viterbi (1967) algorithm was originally devised
as a pedagogical aid for understanding the decoding of convolutional codes. It was
quickly realized that the algorithm is quite practical for convolutional codes of modest
blocklength. Kobayashi (1971) and Omura (1970) established that the Viterbi algo-
rithm could also be used as a demodulator in the presence of intersymbol interference.
Forney (1973) promoted the Viterbi algorithm as a general method of searching a trellis
and as useful for a broad variety of problems, which include demodulation in the pres-
ence of intersymbol interference. The use of the union bound to bound the probability
of error is standard. The upper bound, and a corresponding lower bound appeared in
Viterbi’s 1967 paper for the decoding of convolutional codes.
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Passbhand Modulation

A waveform channel is a channel whose inputs are continuous functions of time. A
passband channel is a waveform channel suitable for an input waveform that has a
spectrum confined to an appropriately narrow interval of frequencies centered about a
nonzero reference frequency, fo. A complex baseband channel is a waveform channel
whose input waveform is a complex function of time that has a spectrum confined to an
interval of frequencies containing the zero frequency. We shall see that every passband
channel can be converted to or from a complex baseband channel by using standard
techniques in the modulator and demodulator.

The function of a digital modulator for a passband channel is to convert a digital
datastream into a waveform representation of the data that can be accepted by the
passband channel. The waveform from the modulator is designed to accommodate the
spectral characteristics of the channel, to obtain high rates of data transmission, to
minimize transmitted power, and to keep the bit error rate small.

A passband modulation waveform cannot be judged independently of the perfor-
mance of the demodulator. To understand how a modem works, it is necessary to study
both the passband modulation techniques of this chapter and the passband demodulation
techniques of Chapter 6. The final test of a modem is in the ability of the demodulator
to recover the input datastream from the signal received by the demodulator in the
presence of noise, interference, distortion, and other impairments.

5.1

Passband waveforms

A passband waveform, denoted '17(t)1 , 1s a waveform of the form
V(1) = vg(1) cos 2mfot — vy (1) sin 27 fot,

where vg(¢) and vy (¢) are baseband waveforms and the reference frequency fy is large
in comparison to the spectral components in the Fourier transforms Vg(f) and V;(f).

1 pagsband waveforms will be indicated by the tilde over the letter that denotes the waveform.
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Figure 5.1. Magnitude spectrum of a passband signal.

Figure 5.2. Complex spectrum of a passband signal.

A passband waveform 7(¢) has a Fourier transform, or spectrum, \N/( f), whose nonzero
values lie in an interval of the frequency axis that does not include the origin.

A passband pulse, denoted $5(r), is a passband waveform with finite energy of
the form

5(t) = sg(t) cos 2mfot — s7(¢) sin 27 fot.

We usually use the term “passband pulse” for a relatively simple function and the term
“passband waveform” for a relatively complicated function, although this distinction is
not precisely defined. Figure 5.1 gives an illustration of the magnitude of the spectrum
of a passband pulse. The transform 3‘( f) is complex in general, so it has both a real
part, Re[g( f)], and an imaginary part, Im [§( f)]- These are not the translated copies of
the Fourier transforms of sg(¢) and s7 (). Figure 5.2 gives an illustration of a transform
S( s 1nclud1ng both the real part and the imaginary part in a single graph, where
S(f) = Re[S(f)] —|—jIm[S(f)] Because the pulse 5(7) is real, the transform satisfies
S *(f) = S (—f), so the real and imaginary parts satisfy

Re[S(f)] = Re[S(—f)]
Im[S(f)] = —Im[S(—f)].

This relationship can be seen in Figure 5.2.
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A passband pulse has a Fourier transform that is related to the Fourier transforms of
the modulation components sg(¢) and s;7(¢) by the modulation theorem

~ 1 1
S(f) = E[SR(f —fo) + Sr(f +/0)] - Ej[Sl(f —fo) = Si(f +fo)l

where Sg(f) and S;(f) may each themselves be complex. This is why Re[g( f)] and
Im[g( f)] are not, in general, equal to frequency shifted copies of Sg(f) and S;(f).

It is always possible to convert a passband waveform 7(¢) into a complex baseband
waveform v (¢). Just as the two baseband waveforms vg(¢) and vy (¢) can be assembled
into the passband waveform 7(r), so the passband waveform 7(¢) can be decomposed
to form two real baseband waveforms v (¢) and vy (¢). Specifically, given any arbitrary
frequency fp in (or near) the passband, the arbitrary passband waveform ¥(¢) can be
decomposed into a representation consisting of two baseband waveforms vg(f) and
vy (¢) multiplying sine and cosine carriers in the standard form

V(1) = vr(t) cos 2mfot — vy (t) sin 27 fyt.

To verify that any arbitrary passband waveform can be expressed in this form, one can
employ an argument in the frequency domain defining the baseband spectra Vg (f) and
Vi(f) interms of 1% (f), or an argument in the time domain defining the baseband signals
vr(?) and v;(f) by the mixing operations defined in the next paragraph.” Figure 5.3
illustrates this decomposition of a passband signal. The frequency fj is called the carrier
frequency in many applications, though for an arbitrary passband signal it is better called
the reference frequency because then fj is only an arbitrary point of reference on the
frequency axis. It need not have any other special role in (7). But if there were some
frequency that played a special role in (), as when there is an explicit sinusoid, we
would likely choose that frequency as the reference frequency fy. The frequency fy only
needs to have the property that

~ B
V=0 it [(fI=fol >3

for some constant B smaller than 2fy. In practice, the condition that V( f) is zero is
replaced by the somewhat vague condition that V (f) is negligible.

2 If a more formal procedure is desired, define
vR(1) = Re[0(1)e /o]
vy () = Im[5(1)e 72701
where v(t) is the analytic signal associated with v(¢) and defined by
(1) = v(t) +jo(r),
and 0(r) is the Hilbert transform of v(r) defined by

50) =f°o L2® 4

o t—&
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Figure 5.3. A passband signal.

Toidentify vg(¢) and vy (¢) directly from U (z), use the standard trigonometric identities

2c0s’A = 1 + cos2A
2sin’A = 1 — cos 24
2sin A cosA = sin 2A

to observe that

20(t) cos 2mfot = 2vg(1) cos’ 27 fot — 2y (t) sin 27 fyt cos 2 fot
= vr(t) + vr(t) cosdmfot — vy (t) sin 4w fot
—20(t) sin 2w for = —2vR(t) cos 2ot sin 27 fpt + 2v; (1) sin’ 2 fot
= vy (t) — vg(t) sin4mfot — vy (¢) cos dmfot.
In each case, the sinusoids are at frequency 2fy. An ideal lowpass filter will reject these
sinusoids, thereby resulting in vr(¢) and vy (t).
The choice of reference frequency is arbitrary; any frequency in the vicinity of the
passband will do. The choice of a different reference frequency changes the modulation

components but does not change the form of the passband representation. Thus we can
change the reference frequency to f; as follows:

(1) = vg(¢) cos 2m for — vy (1) sin 2w ft
= vr(t) cos[2mfyr + 27 (fo — fi)t] — v (1) sin[27fyt 4 27 (fo — fy)1]

= [ugr(t) cos 27 (fo — fo)t — v (1) sin 27 (fo — fy)t] cos 2yt
— [vr(2) sin 27 (fo — fo)t + v (1) cos 2 (fo — f)t] sin 27 t.
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Therefore, with new reference frequency f,
V(1) = vg(1) cos 2rfyt — vy (t) sin 27 fyt
now with modulation components

Vg(t) = vR() cos 27 (fo — fo)t — v (1) sin 27 (fo — fi)t
vy (1) = vg(1) sin 27t (fo — fy)t + vy () cos 27 (fo — fy)t.

The receiver may even use a reference frequency that is a little different from the trans-
mitter, say f;; in place of fy. The receiver still sees a passband signal, but the modulation
components will be different when referenced to a different reference frequency. When
it is possible, we should choose the reference frequency f according to convenience,
that is, so as to make the modulation components simple to describe or to process.

A passband signal at carrier frequency fj can be converted to a passband signal at car-
rier frequency f without changing the modulation components by an operation known
as mixing, provided f1 and fy are sufficiently far apart. This involves first multiplying
the passband waveform by 2 cos 27 (fy — f1)t as follows:

V(t) =7 (t)2cos 2 (fy — fi)t

= [vr(t) cos 2mfot — vy (¢) sin 2w fot]2 cos 2w (fy — f1)1.
The product of a passband signal and a sinusoid can be expanded by using the standard
trigonometric identities:

2cosAcosB = cos(A + B) + cos(A — B)
2sinA cos B = sin(A + B) + sin(A — B).

Therefore

V(1) = [vg(t) cos 2mfit — vy (t) sin 27 fit]

+ [vr(1) cos 2t (2fp — fi)t — vy (1) sin 27 (2fp — f1)1].

The two brackets are called the upper and lower sidebands of the mixing operation.
The frequency f] is chosen so that the spectra of the two sidebands do not overlap.
The undesired sideband is called the image of the desired sideband. Figure 5.4 shows
the case where f] is chosen smaller than fy. The upper sideband can be rejected by a
filtering operation to produce the passband signal, which now we also call ¥(z), but at
the new carrier frequency fi,

V(1) = vg(t) cos 2 fit — vy (t) sin 27 fit.
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Figure 5.4. Upper and lower mixing sidebands.

VR(t) cos 2nrfyt Vp(t) cos 2nfit
—=V,(t) sin 2rfyt —V(t) sin 2nf;i

2 cos 2n(fy—f)t

Figure 5.5. Symbolic representation of a mixer.
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2 cos 2nfyt
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Figure 5.6. Forming the complex representation of a passband signal.

The function of a mixer is shown symbolically in Figure 5.5. The image suppression
filter is not shown in the figure, but it is understood to be present.

Figure 5.6 shows how the carrier sinusoids of a passband signal can be completely
stripped by the operation of mixing — this time using a reference sinusoid at frequency
Jfo. Multiplication by 2 cos 2 fyt produces the signal

v'(t) = V()2 cos 2mfpt
= [vr () cos 2mfot — vy (¢) sin 27 fot]2 cos 2w fot
VR(t) + vg(t) cos 2w (2fy)t — vy (¢t) sin 27w (2fp)t

where the second line follows from the standard trigonometric identities. A lowpass
filter rejects the terms at frequency 2fy, thereby producing a signal equal to vg(?), the
in-phase modulation component. Similarly, multiplication by 2 sin 27 fyt produces a
signal at baseband equal to the quadrature modulation component v;(¢). In this way,
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s(t)

A
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i

Figure 5.7. An example of a passband pulse.
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every passband waveform U(¢) with reference frequency fy maps into a unique pair

of baseband waveforms (vg(?), vy (¢)) from which the passband waveform v(r) can be

recovered by the modulation process.

Figure 5.7 shows a simple example: the modulation of a square pulse by a cosine

wave together with the Fourier transform of this passband pulse. In the general case, a

passband pulses(r) will have both an in-phase and a quadrature modulation component,

and each of these will have a Fourier transform with a real part and an imaginary part.

To see how these components combine in the process of modulation, it is instructive to
look at the examples of the Fourier transforms of simple passband waveforms, shown
in Figure 5.8. These examples are intended to show the interplay between the real and

imaginary components of the spectrum.

The passband pulse

$(t) = sg(t) cos 2mfot — s;(t) sin 2w fot

has energy
o0

E, = f S (t)dt.
—0oQ0

This can be expressed in terms of the modulation components. To show this in the

frequency domain, first write

E,= f IS(f)12df

4)_

1 o0
_1 / ISRCF = f0) = JS1(f —fo) + Sk(f +1o) +S1 (F +fo) P
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Re[S(f)]

s(t) = cos 2nfyt Im[S(f)]
<%

Re[S(f)]

s(t) = sin 2nfyt Im[S(f)] /

Re[S(f)]

s(t) = cos 2nfyt

+ Asin 2nf,t cos 2nfyt /\ / /\ /
/"”&/\/ vmv o /VV \V LA Y

Re[S(f)]
s(t) = cos 2nfyt Im[S(f)]
+ A sin 2rnfit sin 2nfyt ﬂ
A\/I\ VARV V4 \VARAVAAVEARRV/ A\/\ f
Re[S(f)]
s(t) = sin 2nfyt Im[S(f)]

+ A sin 2nfyt sin 2nfyt A [\ /
A N_o 2 — \J/' & NN
4 Vo7

Figure 5.8. Complex spectra of some simple passband waveforms.

When the square is expanded, any product of a term centered at —fj, and a term centered
at +fo, will equal zero by the definition of a passband waveform. Therefore

o0

1 [ 1
E, = —/ ISR(f —fo) —jSi(f —fo)|*df + Z/ ISR(f +fo) +iSi1(f + fo) Pdf

4)_

L[ 1 [
ZZ/ |SR(f)_jSI(f)|2df+Z/ ISR(S) +S1()IPdf -

When the squares are expanded, the cross terms cancel, leaving the expression

1 [ 5 1 [ 5
Ep:-/ ISR()I df+—/ IS1 (1 df

2 2)_
1 o
= / [s%(1) + s7(0)]dt.

The energy of the passband pulse is one-half of the energy in the complex baseband
representation developed in the next section. This is easy to see in the time domain.
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Multiplying a baseband pulse by a sinusoid of sufficiently high frequency reduces its
energy by one-half.

5.2

Complex baseband waveforms

The most modern and compact way — and ultimately the simplest way — to think about
a passband waveform wv(¢) for digital communication is to think of it as a complex
baseband waveform defined as

v(1) = vr(1) +jur(1).

The complex baseband waveform v () is a representation of the passband waveform
v(1), and is called the complex baseband representation of v (t). The complex baseband
representation of a waveform is usually emphasized throughout the book in preference
to a passband representation. Not only is the complex baseband representation nota-
tionally convenient, but it allows one to draw on one’s geometrical intuition when
dealing with the complex plane. Treating the complex representation as the more fun-
damental version of the waveform may also be justified by the fact that the waveforms
usually exist as complex baseband waveforms as they pass through major portions of
the transmitter or receiver, and this is where most of the design details are found.

We shall use the complex representation in two ways. Sometimes it is just a con-
venient shorthand for a signal that is physically a passband signal. We have already
encountered some fairly complicated equations that result when writing out passband
equations explicitly. The complex notation is often used instead because it is much
easier to work with. The complex notation might also represent a signal that has been
physically converted into the form of a pair of baseband signals by stripping off the
carrier sinusoids. Then the complex signal v(¢) represents the pair of baseband signals
(vg(t), vy (2)). Figure 5.9 shows a passband pulse and its complex representation. A

s(t)

Figure 5.9. A passband pulse and its complex representation.
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Additive

Complex
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Complex Complex u Complex Complex
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Input Channel Output

Figure 5.10. Convention for depicting complex signals.

complex signal might be denoted in a functional block diagram, as in Figure 5.10, by
a double line, one line depicting the real part and one depicting the imaginary part.
However, a single line will usually suffice with the understanding that it represents a
complex signal.

For passage through a passband channel, the complex baseband waveform is
temporarily converted to the passband representation

V(1) = vg(t) cos 27 fot — vy (1) sin 27w fyt.

The passband output of the passband channel may be reconverted back to the complex
baseband representation for the computational purpose of demodulation. Because we
do not study propagation, the complex representation is of primary interest in most of
this book.

Moreover, any complex baseband signal, v(¢) = vg(t) +jv;(t), can be used to define
the passband signal 7(r) by

(1) = vr(1r) cos 2w fot — vy (¢) sin 27 fot

where the carrier frequency fj is a fixed reference frequency. The carrier frequency must
be sufficiently large to make v () a proper passband waveform, and the map from vg ()
and vy (¢) into the passband representation U(¢) is called passband modulation. The
terms vg(¢) and vy (¢) are called the in-phase and quadrature modulation components,
or the real and imaginary modulation components.

A compact way of mathematically expressing the map from the complex represen-
tation of the signal into the passband representation of the signal is

(1) = Rel[vgr(r) +jor (]e/>™']
= Re[v(;)eﬂnﬁ)t]‘

A phase offset or a frequency offset is easy to handle with the complex representation.
Thus a phase offset of v(¢) by 0 is

v(t) = [vr(t) + jur(6)]e’,
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corresponding to the passband representation
V(1) = vg(t) cosmfy + 0) — vy (t) sin(2mfot + 6).
A frequency offset of v(¢) by v is

v(t) = [R() + jur (1)]e/"
= [vg(t) cos 2w vt — vy (¢) sin 2 vt]

+ jlvg(?) sin 2w vt 4 vy (1) cos 2w vt]
corresponding to the passband representation
V(1) = vg(t) cos 2 (fo + v)t — vy (¢) sin 27w (fy + v)t.

A comparison with the manipulations of the passband waveforms, which we worked

through earlier, should make it evident that great simplicity results when using the com-

plex representation. This is one reason we usually prefer the complex representation.
The energy in the complex baseband pulse

s(t) = sr(t) + jsi (1)

is defined as

o0
E,,:/ |s(0)|2dt
oo

oo
= / [s3(t) + s7(n)]dt.
—00

This is exactly twice the energy’ of the passband version of s(r). Because we will
usually be interested in the ratio of signal energy to noise density, this factor of two
will cancel in the ratio. Consequently, this factor of two will rarely be a consideration
affecting the interests of this book.

Because our complex baseband representation and passband representation differ in
energy (or power) by a factor of two, one may prefer an alternative definition of the
passband waveform given by

T(t) = vr(H)V/2 cos 2rfot — v (£)~/2 sin 27 fot

so that the complex representation and the passband representation have the same
energy. For notational simplicity, however, the usual convention is to suppress the /2
when studying waveforms.

3 To avoid this behavior, one could define the passband pulse to include an amplitude of /2. We prefer to avoid
complicating the formulas in this manner.
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53

Passband filtering

A passband filter is a filter whose impulse response is a passband signal. The impulse
response of the passband filter A(z) is

(1) = hg(t) cos 2rfot — hy (¢) sin 27 fyt.
The complex representation of the impulse response is
h(t) = hg(1) + jhi (2).

One reason why the complex notation is useful is that the operation of passband fil-
tering of a passband waveform behaves the same as the operation of complex filtering
of a complex waveform. In Figure 5.11, we illustrate this principle by showing how
to implement a passband filter by using the baseband filters hg(¢) and h;(¢) following
down-conversion and followed by up-conversion. The complex baseband filter is some-
times a convenient implementation. It is also a useful way of thinking. The following
theorem verifies that passband filtering of a passband waveform exactly corresponds
to the corresponding complex baseband filtering of a complex baseband waveform.

Theorem 5.3.1 Ifu(t) is given by

i) = / BER( — E)de

cos 2nfyt

Passband ) ° * Passband
Input —=e | Oscillator - X <+ Output

sin 2nfyt

hl(t) +
' ﬁ_rg()_
+
hg(t)

Figure 5.11. Implementing a passband filter at baseband.
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where Z(t) and V(t) are both passband signals at carrier frequency fy, then u(t) is also
a passband signal at carrier frequency fy, and can be expressed as

() = B /| Z(UR(s)hR(r &) — 0y (E it — s»ds} cos 2 for
- B /| Z(vR@)m(r &) + 0y (E )il — s»ds} sin 27 for
or, more concisely,
u@) = %[’UR(Z‘) * hg(t) — vy (t) * hy(t)] cos 2w fot
— %[UR(Z‘) * hy(t) + vy (t) * hg(t)] sin 27 fot.

Proof The term ¥(¢ )Z(t — &) when stated in terms of the passband representation and
expanded gives four terms

T(Eh(r — &) = vr(E)hr(t — &) cos 2fok cos 2mfy(t — £)
+ vy (E)hy (1 — £) sin 27 ok sin 27fo(t — &)
— UR(E)hy (t — &) cos 2mfo& sin 2mfy(t — &)
— vp(§)hg(t — &) sin 27 fo& cos 2mfy(t — &).

Each of these terms expands into two terms by using standard trigonometric identities.
We write these eight terms as follows:

~ 1 1
V(N — &) = Zvr(E)hr(t — &) cos 2nfor — Zvr(E)hr(t — &) cos 2 2fo(§ — 1/2)
1 1
= Uy (t — &) cos2mfor + Svr(§)h (t — &) cos 2w 2fo (€ —1/2)

1 1
— FVR(E)h (t — &) sin2mfor + Svr(§)hy (= §) sin2m2fo(§ —1/2)

1 1
— FUE)hr(t — &) sin2for — Svy (§)hr(t — &) sin2m2fo(§ — 1/2).

Now integrate with respect to &. The theorem will be established if we can show that
each of the terms involving cos 47 fy(§ — t/2) integrates to zero. We show this for the
first of such terms by using Parseval’s formula. The other three terms can be treated in
the same way. Let

a(€) = hp(t — &)
b(€) = vR(E) cos 2w 2fy(E — 1/2).
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By Parseval’s formula,

/ a(%‘)b*(%‘)d%‘=/ A(NHB*(fHdf .

By the properties of the Fourier transform,
A(f) = Hg(fe 7

where Hg(f) is the Fourier transform of hg(¢). By definition of A(¢) as a passband
filter, Hg (f) equals zero for | f| > fo. On the other hand, by the definition of v(z),
the Fourier transform of vg(£€) also equals zero for |f| > fy. Consequently, by the
modulation theorem, B(f) must be zero for |f| < fy. Therefore A(f)B*(f) is zero
everywhere; so by Parseval’s formula,

f a(&)b* (€)dE = 0.

This completes the proof of the theorem. |

5.4

Passhand waveforms for binary signaling

A complex baseband waveform can be viewed as two real waveforms; the real com-
ponent forms one waveform and the imaginary component forms the other. Similarly,
a passband waveform can be viewed as two waveforms, the in-phase component and
the quadrature component. Each component of the passband waveform can be used
independently to convey a baseband waveform. It is not even necessary that the same
kind of baseband waveform be used on each component.

The simplest passband waveform for digital communication uses binary antipodal
signaling on one component, and no modulation on the other. This passband version
of antipodal signaling is called binary phase-shift keying (BPSK). The simplest dig-
ital passband waveform that uses both modulation components uses binary antipodal
signaling on each component. This is called quadrature phase-shift keying (QPSK) pro-
vided the time reference is the same on both components. The in-phase and quadrature
components of the passband channel can be viewed as independent channels, modu-
lating two binary datastreams into two baseband waveforms that are modulated onto
the two components of the carrier. A single datastream can be modulated into QPSK,
two bits at a time, with alternate bits going onto the in-phase and quadrature carrier
components. With QPSK, two bits are transmitted in a time interval of duration 7', and
the average time per bit 7}, is given by T, = T /2.
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Any passband waveform can be presented as a complex baseband waveform, so
we can view a QPSK waveform as a single complex baseband waveform. Then the
modulation is

o0

c(t) = Z ags(t — £T)
{=—00
where
(1 4+ j)A if the £th bit pairis 11
a (1 —j))A if the £th bit pair is 10
E =

(=14 )HA if the £th bit pair is 01
(=1 —)A if the £th bit pair is 00.

This may also be expressed by using the notation of the impulse function as

c(t) = [ Z ard(t —ET)} *5(t).

{=—00

This factorization makes evident the role of the complex amplitudes a; in representing
the data and the role of the pulse s(¢) in creating a continuous-time waveform suitable
for the channel.

Each pair of data bits defines a point in the complex plane. These four complex
points, shown in Figure 5.12, form a simple example of what is known as a complex
signal constellation. This constellation is called the four-ary PSK signal constellation,
or the QPSK signal constellation. The QPSK waveform can be visualized in terms of
the functional modulator shown in Figure 5.13. Bit pairs are mapped into a stream
of complex impulses, with complex amplitudes (1 + j)A. The stream of complex
impulses is then passed through a filter with an impulse response s(¢) to form the
complex waveform. The waveform itself is a complex function of time and is somewhat
difficult to visualize. It consists of a stream of pulses; each pulse can be at one of
four possible phases. The pulses could be Nyquist pulses, such as those shown in

Re

Figure 5.12. The QPSK signal constellation.
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Figure 5.13. Functional description of a QPSK modulator.

Figure 2.11. Then the complex waveforms would have a complicated phase history.
The real and imaginary components of c¢(#) will each be as described by the eye diagram
of Figure 2.12.

In QPSK using rectangular pulses, the phase angle can change by multiples of 90°
between one time interval and the next. Because rectangular pulses, in practice, do not
have perfectly sharp edges, the complex envelope of the waveform will pass through
zero amplitude when the phase changes by 180°. An alternative method of using rect-
angular pulses, called offser QPSK (OQPSK), delays the quadrature waveform by half
a pulse width so that the phase angle only changes by 90° at any given time. The
waveform is then written

o0 o0
ct)y= > ayst—LT)+j Y ayqist—LT —T/2)
l=—00 {=—00
where
4 A if the £th data bit is a one
¢

~ | =4 if the ¢th data bit is a zero.

The time 7 is the duration of a pair of bits. Expressed in terms of bit time, 7, = T /2,
the equation becomes

o0

c)= ) anst=20Ty) +j ) ayp1st — QL+ DT).

L=—00 {=—00

An alternative way of writing the OQPSK waveform is

ct)y =Y bys(t—L£Ty)

{=—00
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State

Time

Figure 5.14. Trellis for OQPSK modulation.

where now the b, are purely real numbers equal to a; when £ is even, and are purely
imaginary numbers equal to ja, when £ is odd. If s(¢) is a rectangular pulse of duration
2T}, the waveform c(¢) will take the values (A =+ jA) because s(¢) has duration 27}.

Because of the time offset, OQPSK cannot be described simply in terms of choosing
a point of a signal constellation. However, if a rule is imposed to constrain the choice
of the constellation point as a function of the previous point, the OQPSK waveform can
be viewed in terms of a signal constellation. This means that the encoder is a finite-state
machine. When taking this point of view, it is simpler to think of the data as modulated
into the waveform in a different way that can be represented by a trellis.

In Figure 5.14, we show the trellis for OQPSK. There are four nodes in each column,
corresponding to the four points in the QPSK signal constellation. At even bit times,
only the imaginary component can change, and this is reflected in the destination of
the path leaving each node. Similarly, at odd bit times, only the real component can
change. The sequence of states through which a path passes defines a sequence of
complex numbers that specifies the OQPSK waveform.

9.5

Multilevel signaling at passhand

Now we turn attention to methods that transmit multiple bits at one time within a narrow
bandwidth by modulating the complex amplitude of a single pulse s(¢). Any of the signal
constellations on the real line that were shown in Chapter 2 (in Figure 2.6) can be used
to define a set of signal amplitudes for the in-phase modulation and also a set of signal
amplitudes for the quadrature modulation. If the signaling alphabets are binary on each
component, and the sample times are synchronized on the two axes, then this is QPSK.
We have seen that QPSK can be represented as four points in the complex plane. More
generally, a g-ary signal constellation on each modulation component becomes a set of
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¢° points in the complex plane, arranged in a g by ¢ grid. Figure 5.15 shows the cases
where ¢ equals 2, 4, and 8. These are signal constellations in the complex plane with 4,
16, and 64 points. Signaling with these constellations is called quadrature amplitude
modulation or QAM.

Viewing the signal constellation in the complex plane immediately suggests that
other sets of points of the complex plane, not necessarily in a rectangular array, can
also be used as signal constellations for passband waveforms. An example of a sig-
nal constellation that is not a rectangular array is shown in Figure 5.16. This signal
constellation is known as eight-ary PSK.

Definition 5.5.1 An M-ary complex signal constellation S is a set of M points in the
complex plane.

cm=Cmr+jemy m=0,....M — 1.

Usually M = 2F for some integer k.

Figure 5.17 shows several examples of complex (or two-dimensional) signal
constellations.
The average energy per symbol of the signal constellation is

1 2 2
E.= 7 Zm:[cmR + ¢l

® 6 06 060 0 0 O
® © 0 0|0 0 0 O
® &6 0 06|00 0 0 O
® 6 6 060 0 0 O
® © 06 060 0 0 O
® © 0 0|0 0 0 O
® © 06 06|00 0 O
® © 0 06|00 0 0 O
4-ary PSK 16-ary 64-ary

Figure 5.15. Signal constellations for quadrature-amplitude modulation.

8-ary PSK

Figure 5.16. A signal constellation for phase-shift keying.
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Figure 5.17. More QAM signal constellations with amplitude and phase.

The average energy per bit of the signal constellation is
Ep = Ec/logoM

- —E,.

The minimum distance of the signal constellation is defined as the smallest euclidean
distance between any two distinct points in the signal constellation. That is,

. 2 2.1
dpin = min [(cur — Cwr)” + (Cur — Cr)712.
m#£Em’

The size of a signal constellation will interest us, and also the relative arrangement
of the points. Therefore we may also judge a signal constellation by the figure of merit
Pmin given by pim = dr%”.n /E} and called the normalized minimum distance of the
signal constellation. The normalized minimum distance is defined such that BPSK and
QPSK have a normalized minimum distance of 2. Other signal constellations must have
a normalized minimum distance of less than 2. In the next chapter, we shall see that
the probability of demodulation error in gaussian noise depends on the structure of the
signal constellation primarily through the minimum distance. With E} held constant,
the probability of demodulation error depends on the normalized minimum distance.
Therefore two signal constellations with the same number of points are compared, in

part, by a comparison of their normalized minimum distances.
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To use a 2-ary signal constellation, each complex point of the constellation is
assigned to represent one k-bit binary symbol. The modulator breaks the incoming
datastream into a stream of k-bit symbols. The £¢th data symbol is mapped into the
assigned point a; = aggr + jag; of the complex signal constellation {cg, c1,...,cp—1}-
Then ay is used as the complex amplitude of the pulse s(t — £T"). The complex baseband
waveform is

o0

c(t) = Z aps(t — LT).

{=—00

This waveform, called a quadrature amplitude modulation (QAM) waveform, transmits
k bits in time T by using the 2X-point complex signal constellation, as is shown in
Figure 5.18. The complex waveform c(¢), if s(¢) is a Nyquist pulse, neatly passes
through a point of the signal constellation at each sampling instant. The pulse s(¢) used
to form the QAM waveform is a real pulse, and if s(¢) is a Nyquist pulse, there is no
intersymbol interference. There would be no change in the formal structure if the pulse
s(t) were complex, but there seems to be no reason to use a complex pulse.

The real and imaginary parts of ¢(#) form the in-phase and quadrature modulation
components. The transmitted passband waveform is

) = { Z Re[ays(t —ET)]] cos 27 fot — [ Z Im[a@s(t—ET)]:| sin 27 fyt.

{=—00 {=—00

Figure 5.18. Sixteen-ary quadrature amplitude modulation.
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Because the pulse s(¢) is a real pulse, this passband waveform can be rewritten as

o0
E(t)y= ) lawrcos 2mfot — ag sin 2mfotls(t — £T).

{=—00

The reorganization of the equation suggests that the pulse shape s(¢) can be imposed
after the passband structure is formed. Thus, for example, s(¢) might even be formed
as the convolution of two pulses, one pulse introduced at complex baseband and the
second introduced by a passband filter so that the composition of the two pulses is the
actual baseband pulse s(z).

5.6

Power density spectra of passhand waveforms

The power density spectrum of a stationary passband random process will be studied
by reference to the power density spectrum of its complex baseband representation.
The power density spectrum of a complex data waveform such as QPSK is determined
primarily by the spectrum |s(r)|?> of the pulse s(r), as was shown for real baseband
waveforms in Section 2.9. Just as for real baseband waveforms, c(¢) is not stationary
so it does not have a power density spectrum. To make the waveform stationary, we
replace the expression for c¢(¢) by

oo

c(t) = Z aps(t — 0T — )

{=—00

where « is a random variable uniformly distributed on [0,7], and a, for £ =
0,£1,+£2,...1is aseries of independent, identically distributed, complex random vari-
ables taking values in some complex signal constellation. Now the waveform is a
stationary random process because the ensemble of waveforms is invariant under a
translation of the time origin.

Theorem 5.6.1 Let

o0

c(t) = Z ars(t — 0T — &)

{=—00

where the ay are independent, identically distributed, complex random variables of zero
mean and variance 2, and « is a random variable uniformly distributed over [0, T| and
independent of the ay. Then c(t) is stationary with power density spectrum

2
d(f) = TIS(f)IZ.
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Proof The random process is stationary because the ensemble is independent of the
time origin. The autocorrelation function of the complex random waveform is

R(7) = E[c(t)c*(t + )]

o0 o
=E Z Z aga;s(t—ZT—a)s*(H—t—E/T—a)

{=—00l'=—00

Move the expectation inside the sum and recall that the random variables a; and « are
independent to obtain

RT)=2 Y > Elaa}Els(t — €T —a)s*(t+ 7 — 0'T — )]
{=—00/'=—00
= Y Elst — T —a)s*(t + 7 — €T — )]

l=—00

because E[agaj,] = 80 E[(£1 £ j)(£1 Fj)] = 28¢¢. Moreover, because the delay is
uniformly distributed, we can write

T
Els(t —¢T —a)s*(t + 1 — 4T — )] = % / s(t —LT)s™(t + 1t — £T)dr.
0

This brings us to the final string of equalities

2 o (T
R(r) = T Z / s(t —LT)s*(t + 1 — £T)dt
t=—00"0

2 o0 “+nHT

== s(®)s™(t + )dt
r E:X—:oo /ZT
2 o

=—/‘smfa+ww
TJ -

which is independent of ¢. Therefore c¢(¢) is indeed stationary. The Fourier transform
of R(t) is

2 2
Pc(f) = ZISUHOI

the power density spectrum. ]
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5.7

Minimum-shift keying

An often preferred variation of OQPSK is obtained by taking s(¢) to be a half-cosine
pulse

cosmt/T |t| <T/2
) =

s() 0 otherwise.

This version of OQPSK is called minimum-shift keying (MSK). A representation of a

minimum-shift keying signaling waveform as a complex function of time is shown in

Figure 5.19. The construction of an MSK waveform as a passband waveform is shown

in Figure 5.20.

An MSK waveform
o0 o0
oty =Y ays(t—2Tp)+j Y asqist — Qe+ 1)T})
f{=—00 l=—00

has a constant amplitude |c(f)| = A. To see this, notice that when offset by 7'/2, the
half-cosine pulse becomes a half-sine pulse

s(t—T/2)=sinmt/T 0<t<T.
Choosing A = 1, each ay is either +1 or —1. Therefore we can write c(f) as

c(t) = xcosmt/T £ jsinmt/T

Time

Real

Imaginary

Figure 5.19. The MSK waveform at complex baseband.
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Figure 5.20. The MSK waveform at passband.

where the signs keep changing according to the a,. Therefore

le()|? = (£cost/T)* + (£sinwt/T)?
=1.

Because it has no amplitude fluctuation, the MSK waveform is relatively insensitive
to a memoryless nonlinearity in the transmit amplifier. This is the major reason that
MSK is popular. A second reason why it is preferred is that the half-cosine pulse has
spectral sidelobes that fall off in amplitude as f ~2 (or as f * in spectral power). The
power density spectrum of an MSK waveform inherits the spectrum of the individual
pulse. A comparison of the MSK spectrum with that of OQPSK and BPSK using
rectangular pulses is shown in Figure 5.21.

Alternatively, the MSK waveform can be viewed as a special form of FSK. To develop
this representation, the complex baseband MSK waveform is rewritten using Euler’s
formula as
c(t) = £ cos zr =+ sin Tt

2Ty 2Ty
— L t2m(1/4Ty)
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Power Density Spectrum

1.0 1.5 2.0
Normalized Frequency fT,

Figure 5.21. Power spectra for binary signaling.

where the signs remain constant during the interval €7, < t < (£ 4+ 1)T}p, and the
signs change at the start of the next such interval as determined by the next data bit.
Thus within each interval, we see a frequency of =(1/47}). Because the phase changes
linearly with time, it is possible to rewrite c(f) as

c(t) = /O

where

t — LTy

o) =6 £ 2n LTy <t < {4+ DT

b
as can be seen from Figure 5.22. Each phase sample 6 (¢7},) = 0,, expressed in degrees,
equals either 0° or 180° whenever /£ is even, and equals either 90° or 270° whenever
£ is odd. The actual values depend on the datastream being modulated. The plus or
minus sign in the second term of 6(¢) is chosen according to how 6, must change to
become 6y 1. Figure 5.22 shows the set of all such phase functions 6 (¢) superimposed
on a common graph, which should be interpreted modulo 360°.
As a passband waveform, c(?) is

c(t) = cosQRu(for £t/4T, F 1/4) + 0¢)
= cosQnu (fit F 1/4) + 6p) LT, <t < — 1Ty
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Figure 5.22. MSK phase trajectories.

for i equal to 1 or to 2 where

1

fl :f0+4_Tb
fr=fo—
20Ty

Any path through the graph in Figure 5.22 corresponds to a possible phase history; the
actual path is determined by the data. If we desire, we can map the data directly into the
phase history by using the alternative modulation rule at each node that a data bit zero
maps into an increasing phase corresponding to frequency fi, and a data bit one maps
into a decreasing phase, corresponding to frequency f>. This is the FSK modulation
rule. Mapping the data into the waveform by the FSK modulation rule will give an
MSK waveform, but not the same MSK waveform as when the data is mapped into
the waveform by the / and Q modulation rule in which the data bits directly define
the in-phase and quadrature components. Under the FSK modulation rule, the data bits
appear in the waveform in a different way than when mapped into the in-phase and
quadrature components. As long as the demodulator reads bits out of the waveform in
the same way that the modulator reads bits into the waveform, then it does not matter
which modulation rule is used. If the demodulator reads bits out of the waveform in a
different way than was used by the modulator, then the demodulated data will not be the
same as the original data. Conversion between the two forms by means of a precoder
or postcoder is necessary.

Of course, the demodulator could be designed to read the data out of the / and Q
samples in the same way that the data was read into the / and Q samples, but we
want to point out that there is no fundamental reason to avoid the combination of an
FSK demodulator with an / and Q modulator. Working through the relationship is an
excellent way of exploring the structure of an MSK waveform.
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Cr(1)

cl(t) E

—_

0(1)

Figure 5.23. Relationship between the I and Q format and the FSK format.

Binary land Q Y | FSK Binary
User —>{ Modulator —— Demodulator Postcoder —> User
Data for MSK for MSK Data
Binary FSK YF YF land Q Binary
User —> Precoder Modulator Demodulator—> User
Data for MSK for MSK Data

Figure 5.24. The function of a precoder or postcoder.

Figure 5.23 gives an example of an MSK waveform produced by an / and Q mod-
ulator. The datastream specifies the polarities of the in-phase and quadrature pulses.
Also shown in Figure 5.23 is the phase history of that same MSK waveform annotated
with a data record that describes that phase history. Clearly, if the demodulator reads
the phase history, it will not produce the original data. However, the original data can
be recovered by a postcoder, as shown in Figure 5.24. Alternatively, if the modulator
anticipates the demodulation method, the data can be modified by a precoder prior
to modulation, as shown in Figure 5.24, so that it will be correct at the demodulator
output.

To design the postcoder, we will first represent the combined modulator/demodulator
as an equivalent logical transformation of the datastream. It should be clear that the
output of the demodulator depends only on the latest bit into the modulator and on the
immediately previous bit. Older bits will have no effect. In addition, the functional
dependence may be different for odd and even bit times. This motivates us to form
Table 5.1.
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Table 5.1. Bit time indices

Old Time Index Even Time Index

Old New Old New
Bit  Bit Frequency Bit Bit Frequency
0 0 0 (up) 0 0 1 (down)
0 1 1 (down) 0 1 0 (up)

1 0 1 (down) 1 0 0 (up)

1 1 0 (up) 1 1 1 (down)

Serial Bit .

Stream 70 'm R 0 Denotes High Frequency
(/and Q) \1/ \T/ 1 Denotes Low Frequency

Equivalent Logic

Serial Bit
Stream
(FSK)

Odd Bits to In-phase
Even Bits to Quadrature

b) FSK to /and Q Conversion

Figure 5.25. MSK data format conversion.

Each entry in the frequency column of the table is found by seeking an example of
that combination of bits described by the in-phase and quadrature bits in Figure 5.23.
An inspection of the table reveals that the relationship between the I and Q format and
the FSK format is simply an exclusive-or operation on the last two data bits, followed
by complementation at even time indices. An equivalent logic diagram is shown in
Figure 5.25, with the exclusive-or operation implemented as a modulo-two addition.
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The complementation is effected in the diagram by modulo-two adding the output of a
modulo-two counter to the data. In Figure 5.25b, binary logic is shown that will invert
the effect of the logic in part a of the figure. To verify this, observe that when the circuits
of part a and part b are cascaded, the effect of the modulo-two adders will cancel. The
remaining memory cells always contain the same value, and the modulo-two addition
of this value twice will cancel and have no effect. Consequently, the circuit in part b is
the postcoder that will return the data to its original form.

5.8

M-ary orthogonal signaling at passbhand

Now we turn attention to methods of passband signaling that do not satisfy a bandwidth
constraint. Just as for baseband waveforms, as discussed in Section 2.8, one can design
passband signaling waveforms that modulate multiple bits at a time using low power.
In this section, we shall study passband signaling techniques that make no attempt to
confine bandwidth but do reduce the energy per bit.

Definition 5.8.1 A complex M-ary orthogonal pulse alphabet is a set of M complex
functions sy (t), for m = 0,...,M — 1, having the properties of unit energy and
orthogonality, as described by

o0 N )1 m=n
/_Oosm(t)sn(t)dt_{o mn

and

o0
/ sm@)sy(t —€T)dt =0 £ #0.
—o0

Any M-ary alphabet, or family, of orthogonal baseband pulses or simplex baseband
pulses, as introduced in Section 2.8, can be modulated onto a carrier to produce an
M-ary alphabet of orthogonal passband pulses or an M-ary simplex pulse alphabet
at passband. Suppose that the set {s,,(#) : m = 0,...,M — 1} forms an orthogonal
alphabet of real baseband pulses. Then the set {s,,(¢) cos2zfot : m = 0,...,.M — 1}
forms an M-ary orthogonal alphabet of passband signaling pulses, provided that fj is
large compared to any frequency contained in any s,,(#). These orthogonal passband
pulses, formed in this way from baseband pulses, use only the in-phase modulation
component, but do not use the quadrature modulation component. More general ways
of constructing passband pulses for M-ary orthogonal signaling use the quadrature
modulation component as well. In the general case, one can use passband pulses of
the form

S () = spr (1) €08 27 fot — Sy (1) sin 277 fiot
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where fy is larger than the largest spectral frequency of the modulation components. A
set of M orthogonal pulses of this form, possibly with either s,z (¢) or s,,,; (¢) equal to
zero, is called an M-ary orthogonal passband pulse alphabet. These waveforms can be
expressed in the complex baseband form as

S (t) = smr(t) + jsmr (1).

The passband pulses 5,,(¢) and s,y (¢) are orthogonal
o0
/ S (D) Sy (B)dt =0
—o0
if and only if their complex baseband pulses s,,(¢) and s, (¢) are orthogonal
o0
/ Sm(t)sy, (1)dt = 0.
—0o0
The autocorrelation function of the pulse s, (¢) is defined as
o0
P (T) = / Sm(t)s;:q(t + 1)dt,
—00
and the cross-correlation function of s,,(t) with s, (¢) is defined as
o0
P (T) = / Sm(0)sy, (t + T)dt.
—00

Figure 5.26 illustrates how some of these correlation functions might look for a typical
family of orthogonal pulses. Specifically, Figure 5.26 shows the autocorrelation func-
tion of s,,(t), which equals E, at t = 0; the autocorrelation function of s, (), which

Sp(t) * s5(~t) Sm(t) * spy(=t) Sy(t) * Sm(=t)

AL

poalipie A ML
VoV I

Figure 5.26. Some matched-filter outputs for an orthogonal family.
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Figure 5.27. A 32-ary orthogonal waveform using MSK pulses.

also equals E, at t = 0; and the cross-correlation function of s,,(f) and s,,(t), which
equals zero at t = 0.

Let M be a power of 2; M = 2%, To transmit a binary datastream using an M-ary
orthogonal alphabet, the datastream is broken into k-bit symbols, the £th such symbol
represents k data bits by the number m,, which is mapped into the pulse s,,, (t). The
transmitted waveform is

o0

ct)y= Y sm(t—1LT).

{=—00

In this way, the particular pulse contained in the waveform c(¢) at the time £T conveys
the k bits of data that were transmitted at that time.

Figure 5.27 illustrates one example of an orthogonal signaling waveform at passband.
The figure suggests that all pulses of that waveform have the same amplitude profile,
and the uniqueness resides in the phase structure of the pulses. Each of the 32 pulses
in such an alphabet represents one of the 32 five-bit numbers. The pulses superficially
look the same, but the phase history within each pulse makes the 32 pulses actually
quite different.

We will design a set of M-ary pulses as an example of an orthogonal waveform
family. The following four sequences

ap = (L., 1.j)

ay = (1,j,=1,=))
ay = (1,—j,=1.j)
a3 =(1,—j,1,=))

are orthogonal sequences

3
Z amga;/e =0.
=0

Now choose a pulse s(¢), which in this context is called a chip or a pulselet. Using
the real pulse s(¢), and the four orthogonal sequences given earlier, we can form the
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following four pulses:

so(t) = s(t) +js(t = T)+ st —2T) + js(t — 3T)
s1(t) =s(@) +js(t —T) —s(t —2T) — js(t — 3T)
s2(t) = s(t) —js(t — T) — s(t — 2T) + js(t — 3T)
s3(t) =s(t) —js(t —T) + s(t —2T) — js(t — 37).

The four new pulses will be orthogonal if the pulselet s(¢) satisfies
o0
/ s(t)s(t —€T)dt =0
—0o0

for all nonzero ¢. Any s(#) will do as the pulselet, provided s(¢) * s(—?) is a Nyquist
pulse.

We can modify this example, recalling the structure of an MSK waveform, to get
another attractive set of M-ary pulses that are not orthogonal, but are partially so. For
the pulselet s(¢), choose the half-cosine pulse

_ Jcoswt/T |t| <T/2
S0 = { 0 [>T

which we will space by T'/2. This is not a Nyquist pulse at spacing T /2. Define the
four pulses

s0(t) = s(t) +js(t — T/2) + s(t — T) + js(t — 3T /2)
s1(t) = s(t) +jis(t — T/2) — s(t — T) — js(t — 3T /2)
52(t) = s(t) — js(t — T/2) — s(t — T) + js(t — 3T /2)

s3(t) =s(@t) —js@—=T/2) +s@t —T) —js(t = 3T /2).

Each of these four pulses has the same amplitude profile, given by

0 t<-T/2
cosmt/T -T/2<t<0
lsm ()] = 1 0<t<3T/2
cosw (t+%)/T 3T/2<t<2T
0 2T < t.

Each pulse has sinusoidal-shaped rising and trailing edges and is constant in the middle.
Consequently, only the energy in the edges of the pulse is affected by a nonlinearity in
the transmitter.
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Even though the underlying sequences of amplitudes are orthogonal as sequences,
these four pulses might not form an orthogonal family of pulses. This is because the
pulselets are of width 7" and the spacing between pulselets is 7' /2, so in computing the
correlation

/ - Sm(t)s,, (t)dt

one pulselet of the pulse s;,(¢) can overlap as many as three pulselets of the pulse s, (7).
For example, for the correlation between so(¢) and s3(¢), we have

/oo so(0)s3(t)de = /Oo [sz(t) — R =T/ + 52 —T) — 52t — 3T/2)] dt

—0o0

+J / ” [s(t)s(t — T/2) + s(t — T/2)s(t — T) + s(t — T)s(t — 3T /2)] dt

—00

+j / ” [s(t — T/2)s(t) + s(t — T)s(t — T/2) + s(t — 3T /2)s(t — T)]dt.

—0o0

All other terms are equal to zero. The reason that other terms, such as the integral of
s(t)s(t — T), are not written in the equation is that these pulselets do not overlap, so
their product is zero.

In the first integral on the right, two of the four terms are equal to the pulselet energy
E;, and two are equal to the negative of Ej, so that integral is zero. In the second and
third integrals, each term is j ffooo s(t)s(t — T /2)dt. Therefore we conclude that

o0 T/2 ¢ ¢t
/ so(t)s3(H)dt = 6j/ cos 2 sin 2~ g
00 0 T T

T 6
=j3— =j—Ek;
g T
3

=j—FE
J2n P

where Ej is the energy in each pulselet and E, = 4E; is the energy in a pulse. The
cross-correlation between so(¢) and s3(¢) is purely imaginary and has a magnitude equal
to 48 percent of the magnitude of the autocorrelation E,,.

For M equal to any power of two, an M-ary family of pulses — MSK pulses — can be
designed in this way. These families of MSK pulses are generally not orthogonal, but
they do satisfy the weaker condition

Re [ / h sm(t)s;;,(z)dz] = 0.

—o0
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Even though they lack orthogonality, such families are in wide use — say for M = 32
or 64 — because the constant amplitude property of MSK pulses is desirable and, for
large M, such a family may be close to orthogonal, and the correlation can be made
small by the choice of code sequences.

59

Signal space

The task of designing a communication waveform can be formulated from an abstract
point of view by using the language of geometry. The geometric language develops
intuition because it suggests modes of visualization. Moreover the abstract setting can
often streamline the discussion of many topics. The geometric approach consists of
defining an abstract space as a set of points and also defining a distance between the
points of this space. The points of the space are the waveforms of finite energy that
satisfy the timewidth and bandwidth constraints. This space is called signal space, or
Jfunction space. In this setting, we can describe the task of designing a set of modulation
waveforms as the task of choosing a set of points within signal space that are sufficiently
far apart. A modulator then is a rule for mapping data sequences into this set of points
of signal space.
The energy of any waveform w(¢) is given by

o0
E, = / lw(@)|dt.
—00
For a waveform of infinite duration, this energy would usually be infinite. We shall
usually study only signaling waveforms of finite energy. For example, consider a BPSK
waveform of finite duration

n—1

c(t) = Z aps(t — €T),

=0

using the pulse s(¢) such that the filtered pulse r(¢) = s(¢) % s(—t) is a real Nyquist
pulse. Then the energy in the waveform is

E, = /OO A (tdt

—00

n—1 n—1

= Z Z agay / s(t — €T)s(t — £'T)dt

=0 ¢'=

n—1 n—1

= Z Z agagdop

=0 ¢'=
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where 8¢ = 1if £ = £, and otherwise 8, = 0. Consequently,

n—1
Ey = Z a%.
£=0

The energy per bit is defined as Ej, = E,,/n.
In the set of all real square-integrable functions, the euclidean distance between two
functions c(¢) and ¢’ (¢) is defined as

d(c(n),c' (1) = \//oo le(t) — /(1) |*dt.

The euclidean distance between c(¢) and the zero signal is the norm of c¢(t), denoted
[lc(®)]l. The square of the norm ||c(?)|| is equal to the energy in c(¢). The distance in
signal space satisfies both the Schwarz inequality and the triangle inequality.

For an example of distance, within the set of all BPSK waveforms of blocklength n,
consider the two waveforms

n—1

c(t) = Zags(t —¢T)
=0

and
n—1

() = Za;s(t —¢T)
£=0

where a; = +A and a, = £A. Suppose, again, that s(¢) * s*(—1) is a Nyquist pulse.
The squared euclidean distance between c(¢) and ¢’(¢) is given by

d*(c(n),c (1) = / " le(t) — ¢/ (0)|?dr

n—1 n—1 00
- Z Z(ag — a))(ay — aj) / s(t — €T)s*(t — €'T)dr
£=0 ¢/=0 -
n—1 n—1
=D (ar — ap)(ay — ap)se
£=0 ¢'=0
n—1
= (ar —ay)* =d*(a,d).
=0
For such a case, we can speak interchangeably of the euclidean distance between two
waveforms in signal space, or of the euclidean distance between two sequences of
discrete symbols from the signal constellation.
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What is the smallest euclidean distance between any two such BPSK waveforms?
There will be pairs of data sequences that differ in only a single bit position. For such
sequences,

d*(c(t),c (1)) = (A +A)?
or
d(c(1), c/(t)) =2A.

We say that the minimum distance of this set of BPSK waveforms is 2A. This means
that there is at least one pair of waveforms separated by a euclidean distance of 24, and
there is no pair of distinct waveforms spaced more closely than 2A. In fact, there are a
great many pairs of waveforms separated by distance 2A; these are the pairs differing
only in a single bit position.

In general, the minimum distance, denoted dy;y, of a set of waveforms is the smallest
euclidean distance between any pair of distinct waveforms in the set,

dmin = min d(c(t),c(1)).
c(@)#c' (1)

The normalized minimum distance iS Pmin = dmin / J/E;,. The minimum distance
between any two BPSK waveforms is 2A, and the normalized minimum distance is 2.
We shall see eventually that the performance of the set of communication waveforms
is, in large part, an immediate consequence of the minimum distance. We should seek
sets of waveforms that have large minimum distances. Every pair of waveforms should
be far apart in the sense of euclidean distance.

Let v(¢) and v/(¢) be two real waveforms, each with energy E,,. How far apart can
we make them?

9]

fwmmh»=/ [w(r) — v/ (1)]7dr

—00

=E, — 2/00 vV (t)dt + Ey.

—00

This implies that we should make the correlation negative and as large as possible to
make the distance large. The best we can do is to choose v/ (f) = —v(¢) in which case

d>(v(1),v' (1)) = 4E,,.

However, if there are a great many such waveforms to be chosen, we will want every
pair of them to be separated by a large distance. We know that we can make every
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pairwise correlation negative by using a simplex pulse alphabet, but for large M, the
negative correlation is not very large. For a simplex family of waveforms,

1
2

When M is large, we can do nearly as well if the pairwise correlation is equal to
zero. Then the family of waveforms is an orthogonal pulse alphabet, and the squared
euclidean distance between any two waveforms is 2E,,.

There are two elementary examples of such families of orthogonal pulses: the families
of orthogonal sinusoids, and the families of orthogonal sinc pulses. Given a frequency
band [— Wy, Wy], we have the sinc pulses as Nyquist pulses within that band

sin 27 Wy (t — £T)
2nWo(t — £T)

s(t—4LT) =

where 2WoT = 1. These pulses are pairwise orthogonal, all with the same energy.
Within a long duration Ty, there are about 27y Wy of these pulses, though to get this
many, we must allow the sidelobes of the sinc pulse to extend outside of the specified
interval. Thus, although the bandwidth constraint is precisely satisfied, the timewidth
of this orthogonal alphabet is only loosely constrained.

Alternatively, given a long interval of time, say from —7y/2 to To/2, we can specify
the orthogonal sinusoids

14

sl(t)=sin27rT—t —Tp/2 <0<Ty/2
0

, 14

51(t) = cos 27[Ft —Tp/2 <0<Ty/2
0

where 1/Ty < Wy so that the bandwidth constraint is satisfied. Again, there are 27y W
waveforms in this alphabet of orthogonal waveforms, and they can be normalized so
that each has energy E,,. Because the time duration is restricted, these sinusoids have
spectra that are sinc functions in the frequency domain. Again, although the timewidth
constraint is precisely satisfied, the bandwidth of this family is only loosely constrained.

As we have seen, there are practical limits on the use of an orthogonal (or sim-
plex) family because the required bandwidth would be exponential in the number of
bits transmitted. How many orthogonal waveforms with energy E,, can we find that
simultaneously fit within the time interval [—T7(/2, To/2] and the frequency interval
[—Wo, Wp]? The properties of the Fourier transform tell us that there are no such wave-
forms; a waveform cannot be simultaneously time-limited and band-limited. However,
if the product Ty Wy is large and we are allowed to fudge a little in exactly fitting the
time and frequency intervals, then there are approximately 279 Wy waveforms in any
set of orthogonal waveforms that fit the time and bandwidth constraints. We can choose
these waveforms so that each has energy E,,.
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We can now see that, though an orthogonal pulse alphabet can be used as a set of
building blocks to construct a family of waveforms, the communication waveforms
themselves cannot be orthogonal, even approximately, on an arbitrarily long interval if
the data rate is to be maintained. This is because the number of orthogonal waveforms
can increase only linearly with time, whereas to transmit at a rate of R bits per second,
2RTo waveforms are needed in time 7).

In practice, because bandwidth is limited, we can choose an M-ary orthogonal alpha-
bet with M fixed. The number of bits in a message is allowed to grow without limit by
concatenating a sequence of M-ary symbols to form the waveform

o0

ct) =Y sm(t—LT).

{=—00

At each time ¢T, any of the M symbols may be chosen. The minimum distance of this
waveform family occurs for two waveforms c(¢) and ¢’(¢) that differ in only a single
symbol, say at £ = 0. Then

o0
Bin= [ om0 s 0P
0

= 2E,.

Thus, the minimum distance for orthogonal signaling is established by the energy in a
single symbol, not by the energy in the entire waveform.

Problems for Chapter 5

5.1.  Show that the amplitude and phase of a passband waveform are the same as the
amplitude and phase of the complex representation of that passband waveform.
If the phase of the passband waveform is offset by ¢, how does the phase of
the complex representation change? If the reference frequency of the passband
waveform is changed by Af, what happens to the complex representation?

5.2. Thelegacy telephone channel can be characterized as an ideal passband channel
from 300 Hz to 2700 Hz. Choose a signal constellation and a symbol rate to
obtain a 9600-bits/second telephone line modem. (See Problem 2.7.) This time
use a 32-ary signal constellation and 1920 symbols per second. Use a pulse
shape s(t) = sinc(at)sinc(bt) where one sinc function is related to the 1920
symbol rate and the other is adjusted to fill out the channel bandwidth. Explain
what the use of s(#) does to the sidelobes. Estimate at what width the pulse
can be truncated if a 1 percent interference is allowed between one pulse and
another at the output of the ideal channel.
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5.3.

54.

5.5.

5.6.

Show that, when using an MSK waveform with an / and Q modulator and
an FSK demodulator, one can use either a precoder or a postcoder to obtain
consistency between the data sent and the data received, but the use of a post-
coder leaves an ambiguity in the datastream if the demodulation does not begin
with the very first bit. Show that, when using an FSK modulator and an / and
QO demodulator, the use of a precoder causes an ambiguity. In each case that
uses a postcoder, describe what happens at the output of the postcoder if the
demodulator makes a single bit error.

Given the passband waveform v(¢) such that V(f) = 0if |(|f| — fo)| = W /2,
define Vr(f) and Vi(f) so that

v(t) = vg(t) cos 2mfot — vy (t) sin 27 fpt.

An MSK waveform transmits 1/7} bits per second at carrier frequency fp.
Another communication system operates in a narrow band of W hertz (W small
compared to 1/T}) at carrier frequency fo — 10/T} (see illustration).

V>

1 1 f
-10 f;
fo T (o

A cosine pulse of width T = 2T}, has Fourier transform

S _ 2T cosmIf
()= T(4T%2 - 1)

a. Give a rough bound on the percentage of power of the MSK waveform that
will show up as interference with the second communication system.

b. To satisfy settlement of a lawsuit brought by the owner of the second commu-
nication system because of interference, an ideal passband filter is inserted
between the MSK modulator and the transmitting antenna. What do you
expect this to do to the MSK waveform? Qualitatively discuss (and sketch)
what happens to an individual bit pulse and the interference between bit
pulses.

An [ and Q modulator for minimum-shift keying requires that the two baseband

modulators be precisely matched in time delay and carrier phase. At very high

data rates, perhaps above 100 Mbps, this can be difficult. An alternative, and
somewhat subtle, MSK modulator is the serial MSK modulator. It consists of

a BPSK waveform (with rectangular pulses of bit duration 7}) modulated onto

an offset carrier frequency fo — 1/47T}, which is then passed through a passband
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5.7.

5.8.

5.9.

filter with impulse response

sin2w(fo+ 1/4Tp)t 0<t<T,

80 = 0 otherwise.

(Notice that the apparent frequency of the passband filter and the frequency of

the BPSK waveform are offset in opposite directions.)

a. Sketch a functional block diagram of the serial MSK modulator.

b. Prove that the serial MSK modulator does indeed give an MSK waveform.
(Hint: Work with only the first bit, and show in the Fourier transform domain
that the right Fourier transform is obtained, then extend this to the other bits.)

c. What is the relationship between the bit stream that is modulated into the
BPSK waveform and the apparent datastream in the / and Q components of
the final MSK waveform?

Design a serial demodulator for an MSK waveform by reasoning that one must

reverse the modulator structure given in Problem 5.6.

A cubic nonlinearity is given by

y = x + Ax®> + Bx’.
Show that if the passband signal
x(t) = cos[2mfot + 6(1)]

is passed through the nonlinearity, the output signal y(¢) in the vicinity of fj is
a scaled version of x(¢), while if the passband signal

x(t) = a(t) cos[2nfot + 6(1)]

is passed through the nonlinearity, the output signal in the vicinity of fj is not
a scaled version of x(¢) unless a(t) is a constant. Specifically, show that the
error term near fy, when expressed in the frequency domain, is proportional to
A(f) *A(f) * X (f). Sketch this if 6(r) = 0 and A(f) is a rectangle.

A passband MSK waveform, whose carrier frequency fy is large, is amplified
in a high-power transmitter tube prior to transmission. Because of a desire to
press the transmitted power to its maximum, the tube is operated in a saturating
mode with output

d(r) = sgn [c(1)]

when c(?) is the passband input, where sgn (x) = %1 according to the sign of
x. This form of saturation is called a (passband) hardlimiter.
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Problems
a. Use the Fourier series expansion of a square wave to write d (¢) in the form
4 X (=¥ cos(2k + 1) afor + 0(1))
diy==Y_ :
= 2k +1

b. Show that, except for an apparent loss in Ej, an MSK demodulator that
receives only the component of d (¢) in the vicinity of fy will be unaware of
the hardlimiter in the modulator.

c. What is the loss in E}, (expressed in decibels)?

d. Is the received energy more or less than would be received if a linear trans-
mitter tube were used with gain adjusted so that the signal has the same peak
amplitude as above?

e. The nonlinearity acting on the carrier does “splatter” energy into the har-
monics of the carrier frequency. How much energy is splattered into each
harmonic? Why is it important to keep this splattered energy small? Com-
ment on the possible role of the transmit antenna in determining the radiated
splatter energy.

5.10. a. Show that the “in-phase” modulated waveform

c(t) = cr(t) cos 2mfot

is completely determined by its spectrum C(f) at those frequencies f
satisfying | f| > fo. That is, if

CH) itlfl=f

CO=10" it <h

then c¢(#), in principle, can be exactly recovered from the “single-sideband”
waveform ¢’ (¢).

. Show that this is not true for the fully modulated waveform

c(t) = cr(t) cos 2mfot — cy(t) sin 2mfyt.

(This shows why single-sideband modulation is not important for modern
digital communication systems. To halve the bandwidth, it is easier to divide
the data between cgr(#) and ¢;(¢) and use a fully modulated waveform than
it is to put all the data in cg(¢) and then use a single-sideband waveform.
Double-sideband, suppressed-carrier, quadrature-amplitude modulation is
more convenient to use than is single-sideband amplitude modulation,
especially for digital communications.)

5.11. Prove thatif two passband waveforms, 5, (¢) and’s,,, (¢) are orthogonal, then their

complex baseband representatives s,,(¢) and s,, (¢) are orthogonal also. Explain
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the circumstances under which the converse fails to be true. If two passband
waveforms 3y, () and 5, (¢) are orthogonal, will they remain orthogonal if the
carrier of 5, (¢) is shifted by 6?

5.12. A ssixteen-ary complex signal constellation is sketched below.

By using the perpendicular bisectors of the lines between points of the constel-
lation, sketch the decision regions for this constellation. Prove that an arbitrary
point v can be assigned to its proper region by finding the i that minimizes the
set of distances d (v, ¢;) = v/ (Vg — cgi)? + (vf — c11)?.

5.13.  What is the appropriate definition of a complex Nyquist pulse? Does this gener-

alization of a Nyquist pulse depend on the notions of coherent and noncoherent
that are given in Chapter 67 Is the notion of a complex Nyquist pulse ever
useful?

5.14. Which of the following two sixteen-ary signal constellations has the largest
minimum distance if the axes are scaled so that both have the same average
energy per bit?

5.15. Assignal constellation for sixteen-ary quadrature-amplitude modulation (QAM)
is as follows:

Q

o oo o

oo o
f

o o
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Problems

. If the information rate is 100 Mbps, what is the channel symbol rate?
. What amplitudes and phases will be seen in the waveform?
. Assign four data bits to each point of the signal constellation such that

adjacent points (horizontally or vertically) differ in only one bit.

. Prove that the in-phase and quadrature channels can be processed indepen-

dently if the noise is bandlimited gaussian noise.

. Partition the plane with the decision regions for which, if the complex number

v in the mth decision region is received, the demodulator decides that the
mth point of the signal constellations was transmitted.

5.16. A signal constellation for a sixteen-ary PSK is as follows

Q

. Sketch the decision regions.
. Label the points of the signal constellation with four data bits so as to

minimize error probability.

. Would you prefer QAM or PSK on a channel with amplitude nonlinearities?

d. Would you prefer QAM or PSK on a channel with phase errors (phase noise)?

. Would you prefer QAM or PSK on a channel with additive white gaussian

noise?

5.17. Two four-ary complex signal constellations in the complex plane are shown in
the following illustration:

)

In the first signal constellation, three of the points are equispaced on a circle of
radius | about the origin. In the second, four points are equispaced on a circle

of radius r, about the origin. These two complex signal constellations are used

to signal in additive white gaussian noise.
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5.18.

5.19.

5.20.

5.21.

. Sketch a demodulator for each signal constellation.
. For the two constellations, find (union bound) expressions for the probability

of bit error p, as a function of E;,/Ny.

. What is the (approximate) ratio of ry to r; if p, is to be the same for both

constellations?

. Now suppose that the gaussian-noise power is negligible, and the carrier

phase reference is in error by an error angle of 6, where 6, is a random
variable that is uniform on the interval [—% %] Give an expression for p,.

. What are the advantages and disadvantages of the two signal constellations?
. Suppose that the power of the gaussian noise is not negligible, and the carrier

phase reference is in error as described in part d. Using part b and part d
to form asymptotes, sketch graphs of p, versus Ej /Ny for the two signal
constellations.

An eight-ary modulation scheme known as 77 /4-QPSK uses two QPSK signal
constellations offset by 45° as shown in the illustration

Data is differentially encoded, two bits at a time as

00 — +45°
01 — +135°
10 > —45°
11 - —135°,

What is the relationship between p, and E},/Ny? Does this depend on the choice
of demodulator (differential or coherent)? How does the power density spectrum
compare with QPSK?

The “MSK pulses” were defined as a nonorthogonal M-ary pulse alphabet in
Section 5.8. Prove that the energy in each pulse is the sum of the energy in the
pulselets.

Prove or disprove the following: two complex baseband pulses so(#) and s1(¢)
are orthogonal if and only if their passband representations are orthogonal.

a. Prove that the triangle inequality

d(c(t),c' (1) +d(c(),c"(1) = d (@), " (1)
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is equivalent to
"N+ llc" D1l = I’ @) = " @)
b. Prove that the triangle inequality holds in signal space.

Notes for Chapter 5

The complex representation of a passband signal was introduced by Gabor (1946).
Complex envelopes and pre-envelopes of passband signals have been developed by
Arens (1957) and Dungundji (1958), and surveyed by Rice (1982).

The MSK waveform was introduced by Doelz and Heald (1961) and has been
described in many ways. Amoroso (1976) studied the relationships among the many
ways of viewing MSK, and Amoroso and Kivett (1977) showed how the waveform
can be generated by filtering binary PSK. A popular variant of MSK was introduced
by Murota and Hirada (1981). The design of signal constellations was discussed in
papers by Cahn (1959, 1960), Hancock and Lucky (1960), Lucky and Hancock (1962),
Campopiano and Glazer (1962), and others. Four-dimensional signal constellations
were studied by Welti and Lee (1974). They are related to the permutation codes
contributed by Slepian (1965).
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6 Passhand Demodulation

The demodulation of a passband waveform or of a complex baseband waveform uses
methods similar to those used to demodulate baseband signals. However, there are
many new details that emerge in the larger setting of passband or complex baseband
demodulation. This is because a complex baseband function (or a passband function)
can be expressed either in terms of real and imaginary components or in terms of
amplitude and phase. It is obvious that phase is meaningful only if there is an absolute
phase reference. A new set of topics arises when the modulator and demodulator do
not share a common phase reference. This is the distinction between coherent and
noncoherent demodulation. When the phase reference is known to the demodulator,
the demodulator is called a coherent demodulator. When the phase reference is not
known to the demodulator, that demodulator is called a noncoherent demodulator.

We begin the chapter with a study of the matched filter at passband. Then we use the
matched filter as a central component in the development of a variety of demodulators,
both coherent and noncoherent, for the passband waveforms that were introduced in
Chapter 5.

The methods for the demodulation of baseband sequences that were described in
Chapter 4 can be restated in the setting of passband waveforms. We shall prefer, how-
ever, the equivalent formulation in terms of complex baseband waveforms. It becomes
obvious immediately how to generalize methods of demodulation from sequences
of real numbers to sequences of complex numbers, so the chapter starts out with
a straightforward reformulation of the topic of demodulation. Soon, however, new
details for the complex case enter the discussion and the topic becomes richer and more
subtle.

6.1  The matched filter at passband
We are interested in passband pulses

$(t) = sg(t) cos 2mfot — s;(¢) sin 27 fot
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6.1 The matched filter at passbhand

received in passband noise
7(t) = ng(t) cos 2mfot — ny(¢) sin 27 fyt.
The signal received in noise, given by

v(t) =5(t) + ()

= vg(t) cos 2w fot — vy (¢) sin 27 fyt

is a passband waveform as well.

A passband pulse 5(¢) is a real pulse and has finite energy. Thus, we are free to
ignore the passband property and to treat 5(7) as any other pulse. The optimality of
the matched filter holds for any pulse of finite energy, so it holds equally well for any
passband pulse. We can simply treat the passband pulse (including the carrier), directly
by Theorem 3.1.2 and Corollary 3.1.3. Thus, the filter matched to s(¢) is

g =5(-1
= sg(—1t) cos(—2mfot) — s7(—1) sin(—2mfot)
= sr(—t) cos 2mfot + s;(—1t) sin 27 fot
which is a passband filter matched to the entire passband pulse. This filter is illustrated
in Figure 6.1 for the case in which s;(#) = 0. In Figure 6.2, we show how this can be
alternatively implemented at complex baseband.
The passband pulse 5(¢) and the matched filter g(7) can be represented as complex
baseband pulses. Thus
s(t) = sg(1) +jsi (1)
g(®) = gr(®) + jgr(1).

sg(t)cos 2nfyt ——> Sg(—t)cos 2rfyt ———»( sg(f) * sg (—t{| cos 2nfyl

Figure 6.1. A passband matched filter for a passband pulse.

Sg(t) cos 2nfyt /;(\ Sg(=t) /;\ I:sR(t) *sH(—t):I cos 2mfyl

cos 2nfyt cos 2nfyt

Figure 6.2. A baseband matched filter for a passband pulse.
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The complex-baseband matched filter is easily seen to be

8(1) = sp(—=1) — jsi(—1)
=s"(=1)

by inspection of the passband matched filter.
A concise expression for the complex-baseband signal output r(¢) of the complex-
baseband matched filter g(¢) uses the abbreviation of the convolution, given by

r(t) = s(t) * s*(—1).
In detail, this is

rR(t) +jri(®) =[sr(®) * sp(—=1) + 57(t) * sp(=0)] + jls7(t) * sp(—=1) — sg(t) * s7(=1)].

Notice that a purely real pulse has a purely real matched-filter output, and a purely
imaginary pulse also has a purely real matched-filter output. The imaginary component
at the output of the matched filter is produced by cross-convolution terms between the
real and imaginary components at the input. Furthermore, the imaginary component of
the output is always zero at t = 0. The imaginary component need not be computed if
only the value at # = 0 is of interest.

At the sampling instant ¢ = 0, the output

r(0) = / [s2(£) + s2(6)]1d&

equals the pulse energy, which is always real.

The complex signals with which we deal are contaminated by complex noise; this
is noise with both a real part and an imaginary part. Rather than deal with the total
noise power, we prefer to deal with the noise power per component of the complex
noise. With this convention, signal-to-noise analyses of real waveforms and of complex
waveforms share the same formulas.

6.2

Coherent demodulation of binary waveforms

The matched filter for a passband waveform can be implemented either at passband
or at complex baseband. Figure 6.3 shows a demodulator with the matched filter at
passband for the case in which the pulse s(¢) is confined to the in-phase component
only. The passband demodulator must sample the cosine carrier of the matched-filter
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I;’olarity Jero
Sp(—t) cos 2nfyt etector o
at Time
one
{r
Figure 6.3. A BPSK demodulator at passband.
Polarity Jero
t
v(t) O s(~t) cos 2nfyt Dete_ctor o
at Time
T one

Local
Oscillator | gog 2n(fy—fy)t

Figure 6.4. A BPSK demodulator at an intermediate frequency.
output

u(t) = |: Z aer(t — ZT):| cos 27 fot + np(t) cos 2mfot — nj (¢) sin 27 fot,

{=—00

where r(f) = s(¢) * s*(—t) is a Nyquist pulse. Set t = £T. Then
u(lT) = ag cos 2 fol T + nkx(€T) cos 2 fol T — ny(€T) sin 27 folT .
If foT = 1, then cos 2 fofT = 1 and sin 2w fpfT = 0, so this becomes
u(lT) = ag + nkx(€T).

Thus we see a need for a relationship between the sampling interval T and the carrier
frequency fy. This requires that time be known to an accuracy that is small compared
to 1/fp. Otherwise, if the sampling instant is in error by 8¢, some of the signal will
be missed because cos 2w fo (€T + 8¢) # 1. In the extreme case, when the sampling is
incorrectly performed at ¢ = [T + 1/4fy, the entire signal is lost because cos 27 fyt = 0.
A small timing error can be very destructive if fj is large.

The problem here is that the time reference for sampling the output must be aligned
with the time reference of the carrier to within a small fraction of a carrier period. For
this reason, when fj is very large, the passband demodulator might be performed, as
in Figure 6.4, at an intermediate frequency fi that is much smaller than fy. To change
the carrier of the passband signal v(¢) from fj to fi, a mixer is used to multiply v(z) by
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I
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Pulse s(t) GLU) :
Generator ’ |
|
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! |

| |
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|
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Figure 6.5. Local-replica demodulation of BPSK.

cos 27 (fo — f1)t and to accept only the sideband at frequency f;. This process is called
“down-conversion”. The cosine wave entering the mixer is formed for this purpose
by a device called a local oscillator, where the term “local” refers to the fact that this
device is within the receiver itself; it is not a global reference. This alternative method —
moving the passband signal to an “intermediate” frequency — has not eliminated the
need for precise synchronization; it has only moved the need from the sampler where
it appears as a time synchronization, to the local oscillator, where it appears as a phase
synchronization and may be easier to deal with.

Sometimes a correlator is used, as shown in Figure 6.5, in place of a matched filter,
to compute the value

r(0) = /OO v(t)s*(t)dt.

—00

This correlator is sometimes called a local replica correlator to underscore the fact that
s(t) is generated locally in the receiver as a copy, or replica, of the pulse s(¢) sent by the
transmitter. This terminology evolved as a reminder that the two copies of s(¢) might
be generated imperfectly, one in the transmitter and one in the receiver, and with some
mismatch. The replica pulse must be synchronized in time with the received pulse that
is contained in v(#). The local replica correlator may be more convenient to use in some
applications and less convenient in others. It is not convenient when the pulses have
overlapping tails, as do many of the Nyquist pulses we deal with, because then it is not
possible to time-share a single integrator.

Now we turn to the demodulation of a binary passband orthogonal signaling wave-
form, shown in Figure 6.6. This is similar to the demodulation of a binary baseband
orthogonal signaling waveform. The received waveform

v(t) = Z [apSo(t — O'T) + ap3\(t — £'T)] + ()

/=—00
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So(=t)
‘ + l Polarity zero
Detector or
- at Time one
T
si-1) i

Figure 6.6. Demodulation of binary FSK at passband.

is the input to two passband filters matched to the two passband orthogonal pulses,
given by

S0(1) = sor(f) cos 2mfot — sor (¢) sin 27 fot

$1(0) = s1r(¢) cos 2mfot — s17(2) sin 27 fot,

and the output of each filter is sampled at time £7'.
The output of filter sj(—1) is

o0
() = Y aySolt — €T) x55(—1) + ag51(t — €'T) % 55(—1) + 7 (1)

/=—00
where
(1) = (1) *55(—1).

If 50(2) * 5(—t) is a Nyquist pulse and 5y (¢) is orthogonal to 5 (¢t — £T) for all £, then
the samples are

Uo(T) = ap + nf)[
where n(, = 71 (£T). Similarly, the samples of the second filter output are
W) = ag +nj,.

All output noise samples, ”6@ and ”/15 fort =...,—1,0,1,..., are uncorrelated and
are independent, identically distributed random variables if n(¢) is gaussian, as a con-
sequence of Theorem 3.1.5. Either a; or a, is equal to zero. The decision at the fth
bit time is based on which of ug(¢T) or u; (£T) is larger. One way to test which of the
two filter outputs is larger is to test whether the difference in the two filter outputs is
positive or negative, as shown in Figure 6.6.
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Sor(—t) cos 2nfyt

+50¢(—t)sin 2rfyt
+ Polarity
zero
v(t) | <+ ) Detector |,
_ at Time one
(T
Sqp(—t) cos 2nfyt
+S1 ”(—t)sin 2ﬂ:fot
Figure 6.7. A coherent FSK demodulator at passband.
Sor(=1) —+>®—
+
- 5[ x
S1p(=t) —
Local y Detector zero
| 0.03 4 e e.C or or
Oscillator at Time one
- (T
Sor(—1)
X
+
S1R(=t) F———> : E—
+

Figure 6.8. A coherent FSK demodulator at baseband.

Figure 6.7 shows the coherent demodulator for binary orthogonal signaling — this
time with the matched filters written out at passband.

The development above can be immediately transferred to complex baseband simply
by replacing 5y(7) and 5 (¢) by their complex baseband representation, so(f) and sq (),
given by

so(t) = sor(?) + jsor (1)
s1(t) = s1r(1) + js1(1).

Figure 6.8 shows the coherent demodulator for binary orthogonal signaling with the
matched filters at complex baseband. Only the real part of the matched-filter output is
formed because only the real part contains a nonzero signal component at the sampling
instant.
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6.3 Noncoherent demodulation of binary waveforms

A passband waveform with an unknown phase is a waveform of the form
v(t) = vg(t) cos(2rfot + 60) — vy (t) sin(Lrfot + 0).

The complex baseband representation of this waveform is

v(t) = [or(D) + jor(n]e”.

The phase angle 6 is unknown to the demodulator. It may be due to phase shifts in
the atmosphere, in the transmitter power amplifier, in the antennas, or in the front end
of the receiver. When fj is very large, it is generally not possible to calibrate all of
these parts of the system. The receiver must either demodulate in the presence of an
unknown 6, which is called a noncoherent demodulator, or try to estimate 6 from the
datastream itself and then use a coherent demodulator. In this section, we shall study
receiver strategies that demodulate a symbol without knowing the value of 6.

If the complex input to a complex filter is multiplied by e/?, then, by linearity,
the output of the filter is also multiplied by ¢/ and is otherwise unchanged. The
corresponding statement for a passband pulse must also be true, and is given by the
following theorem. The point of the theorem is that an undesired phase can be dealt
with either before the filter or after, as is convenient.

Theorem 6.3.1 [f the phase of the carrier of a passband signal at the input to a
passband filter is shifted by 6, then the passband signal at the output of that passband
filter has the same modulation components as before but now modulated onto a carrier
that is also shifted by 6.

Proof A passband signal whose passband carrier has a phase offset by 6 can be
written as

5 (t) = sgr(t) cosufot + 0) — s;(¢) sin(2mfot + 6).
This signal is passed through the passband filter

g(t) = gr(t) cos2mfot — g7 (1) sin 27 fpt.
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The filter output can be computed with the aid of Theorem 5.3.1 by representing the
passband signal as a complex baseband signal. In the complex representation, the phase
angle appears in a convenient way,

s'(t) = [sr (1) +jsi (1)]e? = s(t)el’

g(1) = [gr(1) +jg1 (D]

Then

51 g(1) = [s(0) x g (0]’

which means that the passband signal is

(@) *g(1) = [5(1) * g(0)]g cosrfor + 0) — [5(t) * g()]s sinQrfor +6),

as in the statement of the theorem. [ ]
The complex baseband signal multiplied by e/? can be expanded as

v(t) = [vg(t) cos @ — v (t) sin O] + jlvr(t) sin 6 + vy (t) cos O],

and 6 is unknown. In a simple waveform such as on—off keying, the quadrature modu-

lation is zero, and vg(t) is composed of a stream of pulses of the form As(¢) in additive
noise. In the absence of noise, a single data bit at complex baseband leads to

v(t) = As(t) cos 0 + jAs(t) sin 6
if a one is transmitted, and
v() =0

if a zero is transmitted. The noncoherent receiver, shown in Figure 6.9, passes the
complex signal v () through a complex matched filter with real part and imaginary part
each matched to s(¢) and then takes the square root of the sum of the squares of the real
part and the imaginary part to suppress the unknown phase angle.

In general, a fully modulated OOK waveform in the absence of noise is received as

oo oo

oty =| Y apst—T)|cosO+j| > apst—LT)|sing.

U=—00 /=—00
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Matched
/\ Filter
+ s(-t)
NG
cos 2nfyt
v(t) Local — Threslhold zero
Oscillator OF+0) at ;I'_,l_me L > grne

sin2nfyt  Matched
Filter

Figure 6.9. A noncoherent OOK demodulator at baseband.

When this waveform is passed through the matched filter, the filter output is
0.¢] o
u@)=| > apr(t—€T)|cosO+j| > apr(t—€T)|sino.

/=—00 V' =—00

Whenever r(¢) is a Nyquist pulse, the sample of u(¢) at time £7, in the absence of
noise, is

u(€T) = ag cosB + jag sin 6
= ur(UT) + ju;(€T).

In the absence of noise,

ag = v (ur(€T))2 + (u (¢T))?

where ay is either zero or A depending on the value of the databit. In the presence of
noise, the demodulation decision is

S _)A if v/ (ur(€T))? + (u; (£T))% = ©

0 if Vwg(T))2 + (u;(¢T))2 < ©.

The calculation of the magnitude rather than the real part of the matched-filter output
is the feature of the noncoherent demodulator that distinguishes it from the coherent
demodulator. Later, we shall analyze the effect of noise in the received signal on this
operation. Then we shall see that the penalty for having a noncoherent demodulator is
that there is more noise sensitivity because both the real part and the imaginary part of
the complex noise play a role.
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Matched
Filter
Envelope Threshold zero
s(—t) cos 2nfyt Detoctor at Time +——> or
(T one

Figure 6.10. A noncoherent OOK demodulator at passband.

Figure 6.10 shows a noncoherent demodulator of OOK implemented at passband.
The envelope detector of the passband waveform in Figure 6.10 plays the same role that
the square root of the sum of the squares of the complex waveform does in Figure 6.9.

The noncoherent demodulation of FSK is based on similar reasoning. Suppose that
so(t) and sy (¢) are real orthogonal pulses such that ro(¢) and r| () are Nyquist pulses.
The received noisy signal at complex baseband is

o0
o) = Y lapso(t = €T) +apsi(t — €'T)le” + ng(@) +jn (1),
/=—00
and the sampled outputs of the two filters matched to so(7) and sy (¢) are

uo(€T) = ag cos O + jag sin 0 + ng, p + jng, ;
ur(€T) = agcos b + jag sin 6 + n', p +jn’, ;.
If there were no noise, the pulse amplitudes a; and a, could be recovered by taking the

square root of the sum of the squares of the components uy(£7") or u; (£T). When there
is noise, the magnitudes, given by

lug(€T)| = v/ (luor (€T)])? + ([uor (€T)])2
|y (€T)| = v/ (1R (ETH))? + ([u17(LT)])?

are compared to choose the largest. This test is often expressed as

lug(€T)| — |ur1 (€T)| 2 ©.

Anoncoherent demodulator at complex baseband for FSK, using real pulses, is shown in
Figure 6.11. An alternative noncoherent demodulator for FSK — this one at passband —is
shown in Figure 6.12.
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Figure 6.11. A noncoherent FSK demodulator at baseband.
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Figure 6.12. A noncoherent FSK demodulator at passband.
|
6.4 Rayleigh and ricean probability distributions

In problems of noncoherent demodulation at complex baseband, each sample of the
output of a matched filter is complex, consisting of a real part and an imaginary part.
The decision statistic is the square root of the sum of the squares of the real part and
the imaginary part. This can be viewed as a transformation of the complex baseband
signal from rectangular coordinates to polar coordinates, keeping only the magnitude. It
corresponds to a transformation of the passband signal from the in-phase and quadrature
representation to an amplitude and phase representation. When the input is a signal
in additive gaussian noise, the real and imaginary outputs of the complex baseband
matched filter are each an independent gaussian random variable and the magnitude
is the square root of the sum of the squares. To analyze the probability of error of a
noncoherent demodulator, we must study what happens to two independent gaussian
random variables under the computation of the square root of the sum of the squares.
We shall study this transformation of random variables in this section. In the remainder
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p(xy)

va

Figure 6.13. Two-dimensional gaussian probability density function.

of the chapter, we apply these results to the computation of the probability of error of
noncoherent demodulators.

A univariate gaussian probability density function is a function of a single variable,
say x. If the random variable X has zero mean and variance o2, then the gaussian
probability density function is

1 292
(x) — e /20
P V2o

or, if there is a nonzero mean (X, Y),

e—(x—)_c)z/Zaz‘

px) = s

A bivariate gaussian probability density function, shown in Figure 6.13, is defined in
terms of two variables, say x and y. If the random variables X and Y are independent,
zero mean, and have equal variance, then the bivariate gaussian probability density
function is

p(t,y) = e G2
2mo?

or, if there is a nonzero mean,

e la=0?+(5-5)1/20%

POy = o

The transformation from rectangular coordinates (x, y) to polar coordinates (r, ¢) is

given by
r=,/x2+y?
lx

¢ =tan” —.
y
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We need expressions for the probability density functions of the amplitude r and the
phase ¢. Although we are mostly interested in r, the calculations for ¢ are necessary
as an intermediate step.

The probability of any region .4 must be the same whether the region is expressed
in rectangular coordinates or in polar coordinates. That is, for any region A,

1 2202 122
[AP(F,¢)drd¢=‘[4me " 4y0)/20 dxdy

where p(r, ¢) is the probability density function in polar coordinates. On the right side,
substitute

2yt =r?
dxdy = rd¢dr.
This gives

1 —}’2/20'2
p(r,d)drd¢p = ¢ rdrd ¢
A A2no
from which it follows that
_ r —F2/20'2
p(r$¢) - 27TO'2€
where 0 < ¢ < 27 and r > 0. Clearly, the probability density function in ¢ is uniform,
given by p(¢) = % Therefore, integrating p(r, ¢) over ¢ from O to 27 must give

r
p(r) = —zefrz/za2 r>0.
o

This probability density function is known as a rayleigh probability density function.
By direct calculation we can see that the rayleigh density function has a mean o /7 /2
and a variance (2 — 7/2)02. The rayleigh density function is the probability density
function for the amplitude of unbiased complex gaussian noise. It is also the probability
density function for the envelope of unbiased passband gaussian noise at any instant.

To write the rayleigh density function in a standardized parameter-free form, make
the change in variables

r
= —
o

and define

Pra(@) = 2752 720



190

Passhand demodulation

so that

1 r
) = —pp, (=)
o o
Next, to compute the probability density function of the amplitude of a nonzero signal

in complex gaussian noise, we must convert a bivariate gaussian density function with
a mean (X, y) to polar coordinates. Write the mean in the form

where 6 is an unknown phase angle. Then

p—(@—Acos 0)2 /202

pR(X):«/Ea
1
pl(}’):\/—

2o

o~ (y—Asin 0)2 /202

Carrying through the transformation of variables, as before, gives

r 2 2 2

—(r*=2Arcos(¢p—06)+A~) /20

rg) = e .
pr.9) 2mo?

Integrating over ¢ gives
o —(r2+A%) /202 —Arcos(p—6) /o>
p(r) = S—¢ e do.
0 2no

The integral is clearly independent of 6 because the integral is periodic and the integral
extends over one period for any value of 6. The integral can be expressed in terms of
a standard function known as the modified Bessel function of the first kind and order
zero, and defined by the integral

1 2
Ip(x) = —/ e 4.
2 0

The function Ip(x) is shown in Figure 6.14. Hence we can write

o et

r Ar
p(r) = —Ze_(r2+A2)/2°210 <—2> r>0.
o

This probability density function is known as a ricean probability density function.
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To(x)

Figure 6.14. The function Ij(x).

To write the ricean density function in a standardized form, make the change in
variables

A=

Qx> Q>

and define
2 2
Pri(@ ) = z2e” 21 0)

so that

1 r A
P(r)=_PRi B
o o O

The probability density function py,(z,A) is known as a ricean probability density
function with parameter A. It is a family of probability densities, one for each value
of A, as shown in Figure 6.15. The ricean probability density function reduces to a
rayleigh probability density function when A is equal to zero. When X is large, the
ricean probability density resembles a gaussian probability density.

The problem of detecting a passband pulse noncoherently in gaussian noise can be
solved by passing the pulse through a passband matched filter, taking the magnitude
of the output and applying it to a threshold. The probability distributions for the two
hypotheses of pulse absent and pulse present are

r _,,2/20.2

po(r) = —e r>=0
o

r Ar
pi(r) = ;ef(errAz)/zgzlo <;> r>0.
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Figure 6.15. Some ricean probability density functions.

6.5

Error rates for noncoherent signaling

We now derive expressions for the bit error rate for noncoherent binary signaling over
an additive, white gaussian-noise channel, starting with noncoherent binary OOK. The
OOK demodulator passes the received complex signal through a filter matched to the
pulse s(¢). If the pulse is present, the output of the filter at the sampling instant £7 will
be the complex value

x+jy = Ar(¢T)e'? + np +jn;
= Ael? + np +jnj,

provided r(¢) is a Nyquist pulse. If the pulse is absent, the output will be the complex
value

x +jy = ng +jnj.

The complex output sample of the matched filter is described by the two real gaussian
random variables (x,y), and from these the decision is made. The two-dimensional
random variable is characterized by one two-dimensional gaussian probability density
function when the pulse is absent and by another when the pulse is present. Figure 6.16
shows the two-dimensional gaussian probability density functions on the x,y plane.
Both two-dimensional probability density functions are presented on the same graph,
one with the signal absent and one with the signal present.

It is apparent from inspection of Figure 6.16 that, if we knew the phase angle 6,
we should rotate the coordinate axes to place the displacement along the new x axis.



193 6.5 Error rates for noncoherent signaling
|

p(x.y)

Imaginary
y

0
Real
X
Figure 6.16. Probability density functions for noncoherent OOK.
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Figure 6.17. Error probabilities for noncoherent OOK.

Then the y component of the data would be superfluous and could be discarded, thereby
reducing the problem to coherent OOK.

However, 6 is not known. The decision is based not on the displacement along a
fixed axis but on the radial distance of the received point (x,y) from the origin. The
radial distance r = /x2 + y2 is a random variable described by a ricean probability
density function when the signal is present and a rayleigh probability density function
when the signal is absent. The radial coordinate r is compared to the threshold ®, as
shown in Figure 6.17.

If r is larger than ®, then a pulse is declared to be present. This will be a false
detection if the output is actually noise only. In this case, r will be a rayleigh random
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variable. The error probability is

o
ro_ 2,2
pe|0=/ —e "2 ar
® O

ey 2
_ o—0%/20%

If r is smaller than ®, then a pulse is declared to be absent. If the pulse is actually
present in the output, this pulse will be missed. In this case, » will be a ricean random
variable. The error probability is

(C]

r Ar

Pelt 2/ e (_2) dr.
0o O (e

To simplify this expression, make the changes in variables A = A/o and z = r/o. The
integral becomes

®/c 2452
Pell = / e~ @21 (0)dz.
0

This integral can be evaluated numerically for each value of A and for each value
of ®/c.

To balance the two types of errors pejg and pe|; for fixed A, numerically find that
value of ® /o for which p,|g equals p,|1. This is the optimum choice of threshold ® if
data zero and data one are equally probable. Then set p. = p.j0 = pe|1. This gives p,
as a function of A = A/o . Because for a matched filter, (A/0)? = 2E, /Ny, Ep = Ep /2
for OOK, and A = A/o = \/ZEP/NO = J/4E/Ny, this also gives p, as a function
of E,/Np. In this way, using numerical integration, one can plot p, versus Ej/Ng for
noncoherent OOK, as shown in Figure 6.18.

The second case of noncoherent binary signaling that we treat is noncoherent binary
FSK. This calculation requires a different setup. Now there are two matched-filter
outputs, denoted x and y. There are four probability density functions corresponding to
each of two filter outputs under each of two possible transmitted pulses. First, let pojo (x)
and p1|0(y) denote the two density functions given that pulse so(#) was transmitted; the
first is ricean and the second is rayleigh. Then let pg1(x) and py;(y) denote the two
density functions, given that pulse s1(¢) was transmitted; the first is rayleigh and the
second is ricean. When so(¢) is transmitted, and the filter so(—¢) has output x, an error
occurs if the magnitude of the signal y from the filter s;(—¢) is larger than x. That is,
conditional on x, when the data bit is a zero, the error probability is

o0
PelO,x:/ pijody.
X
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Figure 6.18. Performance of passband binary modulation methods.

The error probability p.o is then the expectation of this over x

Del0 = /(; Pojo(x) [/ p10(y)dyi| dx.

Likewise, when the data bit is a one, the error probability is

Pe|l :/0 P11 (x) [[ p01(y)dy} dx.

Surprisingly, these two probabilities can be expressed in a simple form even though
the ricean density in the integrand cannot be expressed in a simple form.

Theorem 6.5.1 The probability of error p, of a noncoherent demodulator for a binary,
orthogonal, equal-energy waveform alphabet used on an additive white gaussian-noise

channel is

1

—5Ep /N
pezée 2 b/ 0.

Proof Because p, = p.jo = pe|1 for binary orthogonal, equal-energy pulses in gaus-
sian noise, it is enough to calculate p.|o. We begin with the variables x and y, normalized
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so that pyjo(y) is the rayleigh density function
-*/2

P1o(y) = ye

and po|o(y) is the ricean density function
2052

Pojp(x) = xe™ D21 Gr)

where A = A/o and A> = 2E;,/Ny. We want to evaluate

Pel0 =/0 Pojo(x) [/ p1|o(y)dy] dx.

The inner integral can be evaluated, resulting in

o0 5 )
Pel0 =/ pojo(x)e ™ dx.
0

This final integral can be evaluated by first manipulating it into the form of a ricean
density in the variable \/Ex. This is

& A
Pel0 = %e12/4f0 ﬁxe—(2x2+x2/4)/210 <E\/§x) d(«/ix).

The integral is now a probability density function, so the integral has value one.

Therefore,

Pel0 = %e%z/“-

Because A2 = 2E}, /Ny, the proof is complete. [ ]
—

6.6

Differential phase-shift keying

Often the phase shift in a channel changes very slowly compared to a bit time. Over a
few bit times, the relative phase is constant, although the absolute phase is unknown.
Differential phase-shift keying (denoted DPSK) is a modulation technique often used
with such a channel. (We have already discussed, in Section 2.6, a similar technique
at baseband called NRZI.) The reason for using DPSK is to allow the use of a simple
demodulator without the need for phase synchronization. In DPSK, as in NRZI, the
input binary datastream is differentially encoded into a new binary datastream. The
new datastream represents a one by a change in polarity and a zero by the absence of
a change in polarity. This operation is made clear by the example of Figure 6.19. In
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Differential PSK
« « o 010110 Encoder

0— Keep Phase

o o o -—t4-++

1— Change Phase
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1/+ 1/+ 1/+
1/-
* O/+ 0/+ o/+
b) Trellis

Figure 6.19. Differential PSK.

order to establish an initial phase reference, an extra pulse is required at the start. This
is an energy overhead inherent in DPSK, but because large message lengths are usually
used, this overhead in a single start-up pulse is negligible.

‘We shall discuss three methods for demodulating DPSK; their performance is sum-
marized in Figure 6.20. The first two methods, labeled “single-bit demodulation” in
Figure 6.20, are mathematically equivalent. Either is only optimal for demodulating
a single bit received in gaussian noise. Neither of these two methods is an optimal
method for demodulating the entire bitstream if the phase is slowly varying, because
then the phase can be estimated and the datastream can be coherently demodulated. If
the phase is rapidly varying, then DPSK is not suitable.

The third method, labeled “sequence demodulation” in Figure 6.20, is the optimal
method. It computes the phase angle of a long sequence of bits, then demodulates
that string of bits coherently. If the string of bits is long enough, the residual phase
error will be negligible. Even as few as ten bits may be quite enough because then the
phase measurement is made on a signal with 10 dB more energy than a single bit. After
the phase has been estimated, the waveform can be demodulated as in BPSK. Then a
postcoder must be used to invert the differential encoding. Every demodulated bit error
becomes two bit errors after the postcoder. Thus the bit error rate of optimally demod-
ulated DPSK is double that of BPSK as is shown in Figure 6.20. The optimal method,
however, runs counter to the purpose of transmitting DPSK, which is to eliminate the
need for phase synchronization.

Of the “bit-by-bit” methods of demodulating DPSK, the easier to understand is the
one depicted in Figure 6.21. In this figure, the implementation is at baseband, but an
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Figure 6.20. Performance of differential PSK.
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Figure 6.21. Baseband matched-filter demodulator for DPSK.
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equivalent passband implementation could be used instead. This demodulator views
a pair of bits of the DPSK waveform as a noncoherent FSK waveform with a zero
denoted by

so(t) =s(t) +s@—T),
and a one denoted by
s1(t) =s(t) —s(t—T).

The matched filters for the pulses so(#) and s1(¢) can be implemented concisely by
using a matched filter for the pulselet s(z), followed by a sampler, and an addition
and subtraction of delayed samples, as can be seen in Figure 6.21. Each bit is now
demodulated as noncoherent FSK by computing the square root of the sum of the
squares of the outputs of the matched filters. However, because each individual pulse
s(t) contributes to two successive bits, Ej, is half of what it would be for noncoherent
FSK. Thus we can conclude that the performance of the noncoherent matched-filter
demodulator for DPSK has the same performance as noncoherent FSK with twice the
Ep/No

1,—E
Pe = ze b/NO'

Simply stated, DPSK is 3 dB better than noncoherent FSK.

An alternative DPSK demodulator, shown in Figure 6.22. looks quite different, and
it is somewhat surprising that the performance is the same. In fact, it is mathematically
equivalent, which means that the performance must be the same. Let the output of the
filter s(—¢) at the £th sampling instant be denoted ug(£7) + ju; (£T). Then the outputs

Sample
X at Time Delay
L N
cos 2r fyt ()
tﬁ. Local + Pick N z?ro
Oscillator _ Largest one
sin2r fyt @
Sample _T
—>{ X at Time Delay
(T

Figure 6.22. Correlation demodulator for DPSK.
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of the filters so(—t) and s1(—1) are

ug(T) = [ur(€T) + ur((t — DT)] + jlus (€T) + u; (£ — DT)]
u(€T) = [ur(€T) — ur((€ — DT)] + jlus (€T) — u; ((€ — DT)],

and the demodulation is based on the sign of lug(UT)|> — |uy (€T) 2. Consequently, a
trivial computation gives

lug(ET)* — [ur (ET)* = 4lug(CT)ur((€ — DT) + ur (LT)us (€ — HT)].

Implementation of the right side of this expression gives the alternative demodulator
for DPSK, shown in Figure 6.22. We can also understand this demodulator on a more
intuitive level. To determine whether the signal component of

u(lT) = up(€T) + ju; (€T)
is in phase or 180° out of phase with the signal component of
u((6 = DT) = ur((€ — DT) + jur (€ — DT),

compute u(£T)u*((£ — 1)T) and detect the sign of the real part.

6.7

Demodulators for M-ary orthogonal signaling

Figure 6.23 shows a coherent demodulator implemented at complex baseband for
M -ary orthogonal signaling for a passband pulse alphabet {s,,(#)} whose pulses have

Y .| Sample

s1(=t) at

Time R
V(t) . (T —>m
X q and
) Pick
— ° Largest
Local Sy_1(=t) >
Oscillator

Figure 6.23. A coherent demodulator at baseband for M-ary orthogonal signaling.
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only an in-phase component. The quadrature component of each pulse is zero. This
means that at complex baseband, the pulse is real. The imaginary component of the
complex baseband output contains no signal, and so is not processed.

If the pulses were complex, then the matched filter would be

S (=1) = Spim(—1) — jsim(—1).

For each m, the outputs of the in-phase filter and the quadrature filter would be added
to form the output of the matched filter for the full complex pulse. Because the decision
of a coherent demodulator is only based on the real part of the matched-filter output,
there is no need to develop the imaginary component of the complex matched-filter
output.

‘When the phase of the received signal is not known, a noncoherent demodulator must
be used. The complex output samples of the mth matched filter at sampling instant £7 are

Uum(T) = Ae” Sypym + My g + Mo s

and the decision for the £th symbol is made based on which of the M magnitudes
|u, (€T)| is largest. Figure 6.24 shows a baseband implementation of a noncoherent
demodulator for M-ary orthogonal signaling for which the transmitted pulses s, ()
have only an in-phase component; the quadrature components of the pulses are zero.
The received passband waveform is mixed down into a complex baseband waveform
which contains the signal sm(t)el? . The complex baseband waveform enters a bank of
M matched filters, one filter for each s, (¢), and, for each m, the outputs of the in-phase
and quadrature filters are root-sum-squared. If the passband pulses also had a quadrature
component, then the matched filters would have both real and imaginary components
corresponding to the passband in-phase and quadrature components of each pulse.

Sy(=t)
o 1 JOPHO?
. [ V242
cosanfyt | OO0

Sample
Sy-1(=1) at
| | Local — Time

Oscillator— (T —> M
SO(_t) | and
sin2n fot R g ( )2+( )2 Pick
@ . Largest

Figure 6.24. A noncoherent demodulator at baseband for M-ary orthogonal signaling.
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6.8

Error rates for M-ary orthogonal signaling

A demodulator for a passband or complex baseband M-ary orthogonal signaling wave-
form passes the received signal through a bank of M matched filters. A coherent
demodulator then samples and compares the real parts of the M matched-filter outputs
at time £7. The performance of this demodulator for real baseband M-ary orthogonal
signaling was discussed in detail in Section 3.7. Nothing in that analysis changes if the
waveforms are complex. The performance for complex baseband M-ary orthogonal
signaling, coherently demodulated, is the same as for real waveforms.

The set of complex M -ary orthogonal signaling waveforms also can be noncoherently
demodulated. In fact, if M is moderately large, the degradation in the performance
of M-ary orthogonal signaling because of noncoherent demodulation is fairly small.
Accordingly, one might prefer a noncoherent demodulator to a coherent demodulator
on the grounds of expediency or economics.

We saw in Section 6.7 that, when the phase is unknown, the bank of matched filters
has complex output samples given by

Uum(CT) = Ae” Sypym + My g + Mo s

where 6 is an unknown phase angle distributed uniformly on [0, 2], and n;n& r and
n;nL ; are independent, gaussian random variables of equal variance. The demodula-
tion decision is made based on the magnitude |u,,(¢T)|. Because the myth pulse is
transmitted at time £7', for m = my, the magnitude

ltty| = \/(A c0s 0+l )% + (Asin6 + )2

is a ricean random variable. For m # my, the magnitude

] Gy % + (1 )2

is a rayleigh random variable. The integer m for which |u,,| is largest is then selected
as the estimate m of the modulator input m. An error occurs if the correct matched filter
does not have the largest output.

Theorem 6.8.1 The probability of symbol error p, of a noncoherent matched-filter
demodulator for an M-ary orthogonal waveform alphabet used on an additive white
gaussian noise channel at E, /Ny = v is given by

00 X M—1
pe=1 _/0 p1(x) |:/0 po(y)dy] dx
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where

2
po(y) = ye /2

and

p1(x) = xe 127 loz2 M 10 (x\/2y log, M).

Proof The proof is the same as the proof of Theorem 3.7.1 except that the gaussian
probability density functions in that proof must be replaced by rayleigh and ricean
probability density functions. If m # my, the probability density function of r,, is a
rayleigh density function:

.
po(r) = 5"/,
o

If m = my, the probability density function is a ricean density function:
o242 2 Ar
pi(r) = —e (r+AD207 <—2) .
o o
Change the variables, as in the proof of Theorem 3.7.1, with
AN?  2E, o lows M
—_ = — = (0]
p No v 108,
to complete the proof of the theorem. |

In contrast to the double integral in Theorem 3.7.1, the double integral in
Theorem 6.8.1 can be integrated analytically. First expand the inner integral to write

o0 2
pe =1 —/ P11 — e /M1y
0

00 M—1
M -1
:1—/ pix) Y (—1)Z< )e_exz/zdx
0 ¢
£=0
M—1

=1- 2:(—1)‘Z (ME_ 1>/ pl(x)e_zxz/zdx.
0

=0

The integral at the right, with x now replaced by r, is written out as follows:

= —tr2/2 % e o —(r*y?)/2 ,—yrcos(@—0)
A pi(r)e dx = ; e 5 7€ e dodr

o r2m 2,2 :
:/ / L @Ry 2,=yreos =0 4,
0 0 2
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To recognize a two-dimensional gaussian distribution in the integrand, let o2 =
1/(£ + 1), then multiply through by 1/(¢£ + 1) and set a = yo? to write

oo 1 oo p2m 1 ]
/0 pi (r)e—€r2/2dr — me—yz/Zeaz/Zgz /(; /0 me_(ﬂ-k—az)/&rze—ar cos(¢—9)/g2rdrd¢.

Because the integrand is now a gaussian density function in polar coordinates, the
double integral is equal to one. Then

M—1
M -1 1 2 252
=1_§ _15 —y*/2 a° /20 )
P E:O( ) < ¢ )|:£+1e ‘

This is summarized in the following corollary.

Corollary 6.8.2 The probability of symbol error for noncoherent demodulation of an
M-ary orthogonal signaling waveform is

M

1 M m

_ § : _ —[(m—1)/m](Ep/No) log, M

pe_M 2(m>( )7 T
m=

Proof Because

M -1 1 M
¢ Je+1 M \e+1
the expression given prior to the corollary with £ + 1 = m reduces to the statement of
the corollary. |

To obtain p, as a function of Ej/Np, one can either evaluate the sum in Corollary
6.8.2, or evaluate the integrals of Theorem 6.8.1 numerically. In either case, the result
is as shown in Figure 6.25. As M becomes larger, the performance of noncoherent
demodulation of M-ary signaling becomes virtually the same as the performance of
coherent demodulation of M-ary signaling. In particular, Theorem 3.7.3 also holds for
the case of noncoherent demodulation of M-ary orthogonal signaling on an additive
gaussian-noise passband channel.

The performance of the three most important M-ary signaling techniques can be
compared by a comparison of Figures 3.13, 3.14, and 6.25. When M equals 2, this
becomes a comparison of the three most important binary signaling techniques: coher-
ent binary FSK, noncoherent binary FSK, and BPSK, all of which have been studied
already in Sections 6.2 and 6.3.
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Figure 6.25. Performance of M-ary orthogonal signaling with noncoherent demodulation.

6.9

Demodulators for M-ary signal constellations

A multilevel signaling waveform using an M-ary signal constellation uses only a single
pulse s(¢), which is normally real-valued. The received waveform at complex baseband
is passed through a filter matched to s(¢) and the filter output sampled at £7 . If s(¢) *s(—1)
is aNyquist pulse, there is no intersymbol interference. The sample at £7 is demodulated
into the closest point of the signal constellation.

Figure 6.26 shows a demodulator implemented at complex baseband for an eight-
ary PSK signal constellation. The outputs of the real and imaginary matched filters
are sampled at time £7 to define a point u, in the complex plane. One typical sample
of the filter output is denoted in the figure by an asterisk, and the eight points of the
eight-ary PSK signal constellation are shown as well. Intuitively, it is easy to see that
u(£T) should be demodulated into that value of a, from the signal constellation that
is closest to it in euclidean distance. That point then is mapped back into the three-bit
data symbol associated with that point of the signal constellation.
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Figure 6.26. A demodulator at complex baseband for a QAM signal constellation.

For any signal constellation used on the additive gaussian-noise channel, the demod-
ulator is similar. Indeed, this demodulator is commonly used even if the noise is not
gaussian. Simply map the complex output of the matched filter into the closest point
of the signal constellation. The decision region for constellation point ¢, is the set of
all complex numbers that are closer to ¢, than to any other point of the signal con-
stellation. Decision regions defined in this way for a fixed set of points in the complex
plane are called Voronoi regions. Every side of a Voronoi region is a segment of the
perpendicular bisector of the line connecting two neighbors.

6.10 Error rates for M-ary signal constellations

The calculation of the probability of error for an M-ary signal constellation is quite dif-
ferent from the calculation of the probability of error for an M-ary orthogonal signaling
alphabet. The demodulation decision is now based on the output of a single complex
matched filter, as discussed in Section 6.9. The output of the matched filter is

o.¢]

u(t) = Z aer(t — €T) + 1’ (1).

{=—00

We continue to suppose that 7(¢) is a Nyquist pulse, therefore the time samples u, =
u(£T) of the matched-filter output are

ug = ag + n,

where ay is the point of the complex signal constellation that was transmitted at time £7
and nj, = n'(£T) is a sequence of uncorrelated complex noise samples of variance o?
in each component; the samples are independent complex gaussian random variables

if the channel noise is gaussian.
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Figure 6.27. Eight probability density functions for eight-ary PSK.
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Figure 6.28. A decision region for eight-ary PSK.

Foreach ¢, u, is acomplex circular gaussian random variable with a mean equal to the
complex number a; and with variance o2 on the real and imaginary axes. Figure 6.27
shows the eight points of the eight-ary PSK signal constellation together with their eight
gaussian probability density functions, each one centered on one of the signal points.
To calculate the probability of error, on the condition that the transmitted symbol is ay,
we must integrate p(x, y|ag) over all x, y not in the decision region corresponding to ay.

Figure 6.28 shows the decision region corresponding to one of the points of the signal
constellation, and the gaussian probability density function for that point. Figure 6.29
shows the same situation in plan view, now with the gaussian density depicted by
contour lines. The probability of error is the integral of the two-dimensional probability
density function over that portion of the complex plane not including the decision
region. This two-dimensional integral can be evaluated numerically. However, it is
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Decision Y
Region

/pe @

Figure 6.29. A coordinate system for computation.

more informative to approximate the integral by the union bound, especially since the
union bound approximation that we give is quite tight. If we integrate p(x,y) over
the half plane above line B, then over the half plane to the left of line A and add the
results, we obtain the desired integral except that the wedge in the upper left of the
plane is counted twice. But the contribution of this wedge to the integral must be small
because p(x, y) decreases as e~/20?
away compared to some other parts of the region of integration. Counting a negligible

at distance r from the peak, and this wedge is far
contribution twice results in a negligible error in the computation of p,.

In this way, the union bound can be used to combine integrals over half planes. The
integration of the probability density function p(x, y) over a half plane can be expressed

concisely with the aid of the following simple theorem.

Theorem 6.10.1 The integral of the gaussian probability density function

o~ LO=D2+(6=9)71/207

POy = o

over any half plane not containing (x,y) is

_ d
Pe _Q<E>

where d /2 is the perpendicular distance from (x,Y) to the half plane.
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Proof Choose a new coordinate system centered at (x,y), with one coordinate line
parallel to the line defining the half plane. Then

Pe = /w/w Le_(x2+y2)/2“2dxdy
T Jap ) 2702 ’

which now has the form of a sequence of two integrals. Evaluating the y integral yields

foo 1 _x2/20,2d
Pe = e x
¢ d/2 N2mo?

ofz)

which completes the proof of the theorem. |

We can now find the probability of symbol error for eight-ary PSK signaling as fol-
lows. All signal points have an identical pattern of neighbors, so the average probability
of error is equal to the conditional probability of error given any signal point. If the
radius of the constellation is A, then a simple calculation gives
d 1
— = Asin — = .3827A.

2 8
Finally, because (A/0)? = 2E, /Ny, and with the aid of Theorem 6.10.1, we can write
the bound as

pe <20 <\/<.382>2EP/N0) .

The factor of two multiplying the Q function comes about because a signal point has
two nearest neighbors, which leads to an integration over two (overlapping) half planes.
The overlap is incorrectly included twice, but because the overlap is small, this bound
on probability of symbol error will be tight for large values of Ej/Ny. If a Gray-coded
signal constellation is used, then a single symbol error will normally lead to one bit
error in three bits. Hence the bit error rate is approximated by

2o (0885
Peb ~ 3 No

where we have also made the substitution £, = 3E),. This should be compared to the
expression for BPSK

elf£)
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For a first approximation, we look only at the argument of Q and see that for eight-ary
PSK, Ej, must be larger by 2 divided by 0.88 in order to have the same performance
as BPSK. Thus, we say that eight-ary PSK uses about 3.6 dB more energy per bit than
does binary PSK.

A similar analysis, using Theorem 6.10.1, can be used to approximate the probability
of symbol error for any signal constellation by an expression of the form

d .
pe %NdminQ< mm)

20

where d;, is the minimum of the euclidean distances between all pairs of points
of the signal constellation, and Ny

.. 1s the average number of nearest neighbors,
defined as neighbors at minimum distance. This can be rewritten by using the following

substitutions

_ Zmin 2t “Er _ minZEb.
20 4A2 o2 4E, Ny 4E, No

<dmin>2 i, A>  d% 2E, dZ

Consequently,

Pmin | 2Ep
~N; . —_—
Pe dme ( ) ‘/ No )

where pmin = dmin/~/ Ep is the normalized minimum distance of the signal constella-

tion. Within the accuracy of this approximation, the signal constellation is adequately

described by the two parameters, Ny . and ppip-

‘min

In particular, the probability of symbol error of 2¥-ary PSK is approximated by

20 (i T [2E)
R sin — | —
Pe 2w\ N

because dpin = A sin(r /M) if there are M = 2K uniformly spaced points on the circle
of radius A. With Gray coding, there is usually only one bit error per symbol error, so
the bit error rate is approximated by

~ 2 in(r27%) 2Ey
peNkQ sin (T No |

Comparing the argument of the Q function with the comparable terms for BPSK, we
say that 2€-ary PSK requires approximately sin”(27%) more transmitted energy per
bit to achieve a specified bit error rate. The reason for expending this extra energy per
bit is to increase the data rate from one bit per sampling instant to k bits per sampling
instant.
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Problems for Chapter 6

6.1.

6.2.

6.3.

6.4.

6.5.

a. Explain the underlying intuitive reason why, for fixed Ej/Ng, M-ary
orthogonal signaling has a smaller bit error rate than binary signaling.

b. Explain the underlying intuitive reason why, for large M, noncoherent M-
ary orthogonal signaling has nearly the same bit error rate as coherent M -ary
orthogonal signaling.

c. What are the disadvantages of M-ary orthogonal signaling?

a. An MSK waveform is used for coherent binary signaling in white gaussian
noise. Give an expression for the probability of bit error as a function of Ej,
and Njy.

b. If QPSK s used instead of MSK, how will the probability of bit error change?
How will the spectrum change?

The QPSK signal constellation is assigned pairs of data bits in counterclockwise

sequence as 00, 01, 11, 10. (This sequence is known as a two-bit Gray code.)

a. Prove that the (Gray-coded) QPSK waveform received in white gaussian
noise can be demodulated with no loss in performance by demodulating the
in-phase and quadrature channels as independent BPSK waveforms to obtain
the two bits.

b. Prove that if instead the QPSK signal constellation is assigned pairs of data
bits in the counterclockwise sequence 00, 01, 10, 11, then each data bit
cannot be obtained independently from either the in-phase or the quadrature
bit. How does the bit error rate degrade at fixed E/Ny?

Suppose that a BPSK waveform is received with a phase error of 6, but never-
theless is demodulated by using a coherent demodulator. By how much is the
signal-to-noise ratio reduced because of the phase error? If E,/Ng = 10 dB, by
how much will the bit error rate degrade due to a 10° phase error? How much
phase error can be accepted in a coherently demodulated binary FSK before it
is better to use a noncoherent demodulator?

The noncoherent demodulator for binary FSK uses as the decision statistic the

square root of the sum of the squares of the noisy outputs of the in-phase and

quadrature matched filters.

a. A co-worker proposes that instead of using a noncoherent demodulator, one
could instead estimate phase from the matched-filter outputs and correct for
it. Specifically, if ug(¢) and u; (¢) are the matched-filter outputs, let

5: tan_] (W_@)
ug(0)
and let

() = ug(t) cos @ + uy () sin 6.
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6.6.

6.7.

6.8.

6.9.

6.10.

6.11.

6.12.

Prove that this gives a demodulator that is mathematically equivalent to the
noncoherent demodulator.

b. Now the co-worker proposes that 6 be estimated on two successive bit times,
as above, and averaged. Will this give a better or worse demodulator if phase
error is independent from bit to bit? Will this give a better or worse demod-
ulator on a partially-coherent channel? A partially-coherent channel is one
on which phase error changes very slowly compared to one bit duration.

a. Construct a four-ary orthogonal signaling waveform alphabet of duration T
by using a half-cosine pulse of pulsewidth 7' /4 as a “chip”.

b. Given a matched filter for a half-cosine pulse as an existing component,
sketch the design of a coherent demodulator.

c. Under the same condition, sketch the design of a noncoherent demodulator.

a. Sketch a noncoherent binary FSK demodulator at complex baseband for
signaling pulses that have both a real part and an imaginary part.

b. Sketch an equivalent demodulator at passband.

Apassband PSK waveform is passed through its passband matched filter. Derive

an expression for the signal at the output of the filter.

Show that the expression for the probability of symbol error of a coherent

demodulator for M-ary orthogonal signaling reduces to the expression for the

probability of bit error of coherent binary FSK when M equals 2.

Prove that the probability of symbol error of a QPSK waveform on an additive

white gaussian-noise channel is given exactly by

_ 2B ) _ o2 [?Ee
() 2 (%)

How does this compare with the approximate expression based on the union

bound?

a. Prove that the probability of error of a coherently demodulated 32-ary
biorthogonal alphabet of waveforms with pulse energy E,, is strictly smaller
than the probability of error of a coherently demodulated 32-ary orthogonal
family with the same E,, and strictly larger than a coherently demodulated
31-ary orthogonal family with the same Ej,.

b. Setup an integral expression for the probability of symbol error of an M-ary
biorthogonal family of waveforms coherently demodulated.

a. Prove that on an additive gaussian-noise channel, as M goes to infinity,
the probability of error of a biorthogonal family of waveforms, coherently
demodulated, behaves as one of the two cases

1) pe — 0if Ej/No > log, 2
(i) p, — 1if Ep/No < log, 2.
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6.13.

6.14.

(Hint: Show that when M is large, the biorthogonal family is negligibly
different from an orthogonal family.)
b. Prove that as M goes to infinity, an M-ary orthogonal family of waveforms
noncoherently demodulated behaves as one of the two cases
(i) pe — 0if E; /Ny > log, 2
(i) p, — 1if Ep/No < log, 2.
A QPSK demodulator is designed to put out a null signal, called an erasure,
when the decision is ambivalent. Specifically, the decision regions are modified
as shown in the accompanying diagram.

N\Q‘
o

When the received sample lies in the hatched region, the demodulator output is
a special symbol denoting an erasure. When the received sample lies in one of
the other regions, the appropriate two bits of demodulated data are the output
of the demodulator. Use the union bound to set up approximate expressions for
the probability of erasure and the probability of symbol error.

Orthogonal matrices whose elements are all £1 are called Hadamard matrices.
When n is a power of two, an n by n Hadamard matrix can be defined by the
recursion

1 1 H, H,
H> = H>, = .
: [1 _1] . [Hn _HJ

(The 2n x 2n matrix H, is called the Kronecker product of H, and H,.)

Hadamard sequences of blocklength n are the rows of H,. A communication

system uses eight-ary Hadamard sequences of blocklength 8 and half-cosine

shaped chips as orthogonal waveforms.

a. Sketch a functional block diagram for a noncoherent receiver for this system.

b. Repeat the design, this time decomposing the matched filter into two filters:
the “chip filter” matched to the chip, and the “sequence filter” matched to
the Hadamard sequences. The use of two local oscillators is suggested with
the chip filter at an intermediate frequency (IF) and the sequence filter at
baseband.

c. Repeat the design, this time decomposing the n sequence filters simultane-
ously based on the structure of the Kronecker product. (This structure is
called a fast-Hadamard-transform receiver.)
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6.15.

6.16.

6.17.

6.18.

6.19.

Derive an approximate expression for the probability of symbol error as a func-

tion of Ej, /Ny of a sixteen-ary QAM (square pattern) signal constellation, shown

in Problem 5.15. The energy E}, is the average energy per bit over the sixteen
points of the constellation.

Derive an approximate expression for the probability of symbol error as

a function of E,/Np of a sixteen-ary PSK signal constellation, shown in

Problem 5.16.

a. Use a series expansion on a term of the form /(A + x)2 + y? to explain
why the ricean probability density function looks like a gaussian probability
density function when A is large.

b. The modified Bessel function of the first kind, Ip(x), can be approximated
when x is large as

ex

N 2mx

Using this approximation as a starting point, show again that the ricean prob-
ability density function looks like a gaussian probability density function
when A is large.

Two eight-ary signal constellations are shown below.

Iy(x) ~

a. Ifthe points in the QAM constellation are spaced as shown (nearest neighbors
separated by two units), what should the radius of the PSK constellation be
so that E}, is the same in both constellations?

b. By studying the distance structure of the two constellations, decide which
constellation will have a lower probability of error in white gaussian noise,
and explain why.

c. Set up approximate expressions for the error probabilities. Describe where
approximations are made.

Let s(¢) be a “half-cosine chip”. That is,

T
s(t) = cosmt/T |t| < z
0 otherwise.

Two “MSK pulses”, each with four chips, are given by

s0(t) = 5(6) +js <t — %T) ¥ st —T) +Js (r — %T)

51() = s(t) — js (r— %T) st —T) +js (t— %T).
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6.20.

6.21.

6.22.

6.23.

a. Show that so(¢) and s (¢) are orthogonal where the definition of orthogonal is

/oo so(t)sy(t)dr = 0.

—o0

b. Using so(#) and s;(¢f) as a binary orthogonal signaling alphabet, sketch
a coherent demodulator. Sketch a noncoherent demodulator for the same
waveform.

c. In place of s(z), now use the alternative pulse

S|(8) = s(¢) + js (z— %T) st —T) —js (r— %T).

Show that so(¢) and s (¢) are not orthogonal. Will the use of s/l (7) instead of

s1(t) degrade the performance if a coherent demodulator is used? What if a

noncoherent demodulator is used?
Prove that the correlation demodulator for DPSK is equivalent to the noncoher-
ent matched-filter demodulator.
Keeping Ej, constant, draw an eight-ary PSK signal constellation and a sixteen-
ary PSK signal constellation to a common scale. By comparing distances in
the two signal constellations, determine which signal constellation will have
a smaller bit error rate in the same background of white gaussian noise, and
explain how this conclusion is reached. By approximately how much must E},
be changed in the second constellation to make the bit error rate the same?
Anoncoherent demodulator for an M-ary orthogonal signaling alphabet flags the
demodulated output symbol as “unreliable” whenever the largest matched-filter
output magnitude is not at least twice as large as the second largest matched-
filter output magnitude. Give an expression for the probability that the output
symbol is wrong but is not flagged as unreliable.
An eight-ary signal constellation in the complex plane places four points equi-
spaced symmetrically in angle on each of two circles of radii r; and rp as
illustrated:

The radii are chosen so that each interior point has four nearest neighbors.
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a. Using the union bound (and mentioning all major details), give an expression
for the probability of symbol error versus d /o when the modem is used on
an additive white gaussian-noise channel. Explain how to convert d /o to
Eyp/No.

b. If the modem is now used instead on a channel that makes only phase errors
el%  describe the graph of probability of symbol error versus 6,. If 6, is now
a gaussian random variable with variance 092, what is p, as a function of 092?

6.24. Let s(¢) be a “half-cosine chip”. That is,

T
s(t) = cosmt/T |t| < 7
0 otherwise.

Two “MSK pulses”, each with four chips, are given by
o) =0 R (l — %T) +s(t —T) +js (t — %T)
510 = s +js (1 = 3T) = st = 1) = js (1 = 37).

a. Using so(#) and s1(¢) as a binary orthogonal signaling alphabet, sketch a
functional diagram of a noncoherent demodulator for a communication sys-
tem that sends one bit in time 47 . Include down conversion and clearly
indicate the complex structure of the matched filters.

b. Now describe how to decompose the matched filters into chip filters and
sequence filters.

c. Describe how to implement the chip filter at an intermediate frequency. Is
a single-chip matched filter adequate at intermediate frequency for both the
in-phase and quadrature modulation components?

d. Describe the chip filter output. How can the sampler be implemented at
intermediate frequency?

Notes for Chapter 6

The earliest derivation of the optimum coherent and noncoherent receivers for binary
signaling appears in the work of Woodward (1954). The calculation of error probability
for noncoherent binary signaling is due to Helstrom (1955), based on the noise studies
of Rice (1945). Further contributions were made by Stein (1964), and by Doelz, Heald,
and Martin (1957). Early surveys of the performance of binary signaling were published
by Lawton (1958) and Cahn (1959).
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The performance of M-ary coherent demodulation was studied by Kotel’nikov (1959)
and by Viterbi (1961). The earliest study of the performance of M-ary noncoherent
demodulation was by Reiger (1958), with later work by Nuttall (1962). Turin (1959)
first derived the asymptotic behavior for noncoherent demodulation as M goes to
infinity.
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Principles of Optimal Demodulation

This chapter approaches the theory of modem design starting from well-accepted basic
principles of inference. In particular, we will study the maximum-likelihood princi-
ple and the maximum-posterior principle. By studying the optimum demodulation of
passband sequences, we shall develop an understanding of the maximum-likelihood
principle and its application. In Chapter 8, we will also treat the topic of synchronization
as applied to both carrier recovery and time recovery by using the maximum-likelihood
principle.

Itis appropriate at this point to develop demodulation methods based on the likelihood
function. The maximum-likelihood principle will enable us to derive optimal methods
of demodulating in the presence of intersymbol interdependence and, as a side benefit,
to establish the optimality of the demodulators already discussed in Chapter 3.

The maximum-likelihood principle is a general method of inference applying to many
problems of decision and estimation besides those of digital communications. The
development will proceed as follows. First we will introduce the maximum-likelihood
principle as a general method to form a decision under the criterion of minimum
probability of decision error when given a finite set of measurements. Then we will
approximate the continuous-time waveform v(¢) by a finite set of discrete-time samples
to which we apply the maximum-likelihood principle. Finally, we will take the limit
as the number of samples of v(¢) goes to infinity to obtain the maximum-likelihood
principle for the waveform measurement v(z).

7.1

The likelihood function

We begin with the general decision problem, not necessarily the problem of demodula-
tion, of deciding between M hypotheses when given a measurement. Suppose that
we are given a finite set of data (xi,...,x,) and M probability density functions
Pm(x1,...,x,) on the data space and indexed m = 0,...,M — 1. We are to decide
which probability density function was used to generate the observed data. A decision
rule is a function of the data, denoted mi(xy, .. .,x,), where m is the estimated value
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of m when given data vector (xi,...,x;). A decision error occurs whenever the mth
probability density function was used to generate the observed data, but the decision
m(x1,...,x,) is not equal to m. The conditional probability of error, given that m is
true, is denoted p,|,,. The optimality criterion we shall use for forming the decision
rule is that the average probability of decision error is minimized, given that each m is
equally likely to be true. At the end of this chapter, we will see that this criterion is not
always as compelling as it seems to be.

The following theorem gives optimum decision rules for the case where each
hypothesis occurs with probability 1/M .

Theorem 7.1.1 For the M-ary decision problem with equiprobable hypotheses, the
optimum decision rule when given the vector measurement (xi,...,X,) is to choose
that m for which py,(x1,...,xy,) is largest.

Proof The probability of decision error, given that m is true, is
Delm = / DPm(X1, ..., xp)dxy .. . dx,
U,

where U, is the set of data vectors (xp,...,x,) for which the mth hypothesis is the
output of the decision rule. The average probability of decision error is

M—1 1
Pe = Z M‘/Zi[rzpm(xl,u-,xn)dxl...dxn

m=0
M—1

1
= OA_/I|:1—mem(xl,...,x,l)dxl...dxn:|.

m=

Consequently, to minimize p,, the decision set U4, should contain the measurement
(x1,...,x,) whenever p,,(x1,...,x,) is larger than p,y (x1, .. .,x,) for all m" # m. (A
tie for the largest probability can be broken by any arbitrary rule, say, break a tie in
favor of the smallest index.) This concludes the proof. |

Corollary 7.1.2 If, for each m, the random data vector (Xp1, - . ., Xun) Is a gaussian
vector random variable, corresponding to the mth hypothesis, and with independent
components of means ¢y, . . ., Cmn and identical variances o2, then the optimum deci-
sion rule given observed data (x1, . . . ,Xp) is to choose the hypothesis indexed by m for
which the euclidean distance ZZ: 1 (e — cme)? is smallest.
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Proof Suppose that, for each m, (X1, . . . , Xinn) 1S a gaussian vector random variable
with independent components of means c1, . . . , ¢y and identical variances o2. Then

o~ e—cme)*/20°

n
1
(-xly s X ) = T
Pm n Elzll Ao

_ b sieaw?ae?
(W2mo)"
An optimum decision rule decides on that m for which p,,(x1,...,x,) is maximum.
To maximize p,,(x1, ..., X,) over m, one should minimize ¥, (x; — cme)? over m. This
completes the proof of the corollary. [ ]

Corollary 7.1.3 If ) ,_, Cﬁw is independent of m, then the optimum decision rule is
to choose that m for which the correlation coefficient Y ;_ X¢cmy is largest.

Proof Expand the square and note that the term ng% and, by the condition of the
corollary, the terms X, cfn , are independent of m. The proof of the corollary follows. W

The function py,(x1, . . ., x»,) appearing in Theorem 7.1.1 arises as a probability den-
sity function, one such probability density function for each m. However, the theorem
regards m as the variable and the data (xi,...,x;) as given. This is the view that one
adopts after the data is observed. Then we think of p,,(x1,. .., x;) as a function of m.
In this role p,,(x1, . . .,x;) is called a likelihood function, and its logarithm, denoted

A(m) =logpm(x1,...,x,)

is called the log-likelihood function.

In general, the unknown index m can be replaced by a vector of parameters y, and
the probability density function on the vector of measurements p(xy,...,x, | y) is
conditional on y. Possibly, some components of the vector y are discrete parameters
such as data components and some are continuous parameters, such as carrier phase.
As a function of the vector y the log-likelihood function is defined as

A(y) =logp(xy,....xn | ¥)-

The logarithmic form of the likelihood function is preferred because it replaces products
of likelihoods by sums of log-likelihoods, and sums are more convenient to deal with.

7.2

The maximum-likelihood principle

We are usually interested in a log-likelihood function only for the purpose of finding
where it achieves its maximum, but not in the value of the maximum. Constants added to
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or multiplying the log-likelihood function do not affect the location of the maximum, so
it is common practice to suppress such constants when they occur by redefining A(y).

For example, the gaussian distribution with unknown mean x has a log-likelihood
function

A®R) = —logV2r0? — (x — %)% /20°.
For economy, we will commonly discard the constants and write
AR =—(x -~

We will also call this function a likelihood “statistic” to recall that is not precisely the
log-likelihood function. A likelihood statistic is an example of a sufficient statistic. In
general, a statistic is any function of the received data, and a sufficient statistic is a
statistic from which the likelihood function can be recovered by reintroducing known
constants; no essential information contained in the data is lost.

We shall be interested in problems in which the number of data measurements n goes
to infinity. In such a case, the limit as n goes to infinity of A(y) may be infinite for all
(or many) values of y. It then would be meaningless to deal with the maximum over
y of the limit of A(y). But we are not interested in the value of the maximum. We are
interested only in the value of y where the maximum occurs, or, more precisely, in the
limit as n goes to infinity of the sequence of values of y that achieve the maximum
for each n. Therefore, to avoid divergence to infinity, we may discard terms from the
log-likelihood function that do not affect the location of the maximum.

A satisfying way to do this is to use a form called the log-likelihood ratio, also
denoted by the symbol A, and given by the general form

pPX1,. o Xn | V)

Aly,y") =log s
P10 [ Y)

or perhaps

Pt .. xn | Y)

A(y) = log
DX1, .., Xp)

where p(x ..., x,) is a convenient reference probability distribution, sometimes cor-
responding to noise only. The purpose in introducing either form of the log-likelihood
ratio is to have a form that remains finite as zn goes to infinity. The maximum-likelihood
estimate is then that value of ¥ maximizing A (y), or equivalently, that value for which
A(y,y’) is nonnegative for all y’.

We are now ready to consider the important instance of a log-likelihood function of
a received noisy waveform v(¢), given by

v(r) = c(t,y) +n(),
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where y is an unknown vector parameter and n(¢) is additive gaussian noise. The
log-likelihood function that we will derive for this waveform often will be written
formally as

1 o0
Aly) = —170/ [v(t) — c(t, y)]*dt.

However, as it is written, the integral is infinite because the noise has infinite energy, so
the formula with infinite limits can only be understood symbolically. We shall derive the
formula only for finite observation time and only for white noise. Nonwhite noise can
be converted to white noise by the use of a whitening filter, but not without violating
the assumption of a finite observation interval. The use of a whitening filter can be
justified under the assumption that the observation interval is very long in comparison
with the response time of the whitening filter, so the transient effects at the edges of
the interval have a negligible effect. A more elegant, and more advanced treatment of
the case of nonwhite noise would use the methods of functional analysis to reach the
same conclusion rigorously.

We shall want to replace the waveform v(t) with a finite-dimensional vector of
samples having independent noise so that Theorem 7.1.1 can be used. In creating this
vector, we suppose that v(¢) has been passed through a whitening filter to whiten the
noise.

Proposition 7.2.1 Given the reference signal c(t,y) depending on the parameter v
and the observed signal v(t) supported on [—T /2, T /2] received in white gaussian
noise n(t), the log-likelihood function for y is the function of y given by

1 T2 )
Aly) = ——/ [v(t) — c(t,y)]"dt.
No J-1y)2

Proof The received signal is given by

v(®) = c(t,y) +n()

for some actual value of y. Consider the Fourier series expansion of v(¢) on the interval
[—T/2,T/2]. The complex Fourier expansion coefficients ..., V_1, Vy, V1,... are an
infinite number of gaussian random variables with means Cy, ..., C_1, Cp, Cq, . . . given
by the Fourier coefficients of c(¢, ) on the interval [—7"/2, T /2]. Because the noise is
white, the random variables V_g, ..., Vx are independent and identically distributed.
The probability density function of these 2K + 1 random variables is

K
PVoks . Vi | et y)) = 2] CKHD TT emlVecur/2o?
k=—K
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and 0> = Ny/2. For a set of samples, we use as the likelihood statistic

A(y) =logBp(V_k,...,Vk | c(t,p))

conditional on the expected complex value c(¢, y) of the received signal, which may
depend on the vector parameter y, and where we use the constant

B = [2mo 2K+

to normalize the log-likelihood function.
With this choice of normalizing constant,

K
A(Cg,....Cx) == ) [Vi = GiI*/No.
k=—K

Now let K go to infinity and use the energy theorem for Fourier series' to write

1 To/2 )
lim A(C_g,...,Ck) = ——/ lu(t) — c(t, y)|dt
K—o00 No —Ty/2

which completes the proof of the theorem. |

The log-likelihood function given in the theorem goes to infinity as 7y goes to
infinity. From a practical point of view, it is always possible to find a way around this
mathematical difficulty by regarding the expression symbolically and its consequences
as a guide.

7.3  Maximum-likelihood demodulation

In this section, we shall derive the maximum-likelihood demodulator for various
modulation waveforms in the absence of intersymbol interference. The maximum-
likelihood demodulator minimizes the probability of demodulated block error. It is

! The energy theorem for Fourier series

T/2 ) 0 )
[ wora= 3w
-T/2 k=—00
is a special case of Parseval’s formula for Fourier series

rr2 * ad *
v(t Hdt = ViU, .
/_mouo Y v

k=—00
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not the demodulator that minimizes the bit error rate. This is because the maximum-
likelihood demodulator minimizes the probability of block (or message) error, not the
probability of bit (or symbol) error. It may be that one could increase the message error
rate, but reduce the number of bit errors in each incorrect message in such a way that
the bit error rate decreases.

We shall defer the detailed study of maximum-likelihood demodulation when there is
intersymbol interference to Section 7.4 where we shall see that the maximum-likelihood
demodulator for sequences need not be the same as many of the demodulators studied
in earlier chapters. In this section, we shall specialize the maximum-likelihood demod-
ulator to the simple case in which the channel symbols do not interfere and the noise is
additive white gaussian noise. We shall see that the maximum-likelihood demodulator
then reduces to the matched-filter demodulator. Hence one result of this section is to
establish that some demodulators based on the matched filter that were studied in earlier
chapters are optimal in gaussian noise.

The maximum-likelihood principle will now be applied to the task of demodulation.
As usual, the model of a digital communication waveform that we shall study next, in
Theorem 7.3.1, is

v(t) = c(t) + n(t)
n—1

- Z aps(t — €T) + n(t)

£=0

where s(¢) is a general pulse and a, takes values in some real or complex signal con-
stellation. For the moment, the pulse is not necessarily one that satisfies a Nyquist
condition. If there is dispersion in the channel, it is included in the definition of the
pulse s(#). The received pulse may exhibit intersymbol interference, perhaps because
it was generated that way in the transmitter, or perhaps because of dispersion in the
channel.

Theorem 7.3.1 The sequence of (complex) samples at times €T at the output of the
matched filter s*(—t) is a sufficient statistic for demodulation of any waveform of
the form

n—1

c(t) = Z aps(t — £T)

£=0
in additive white gaussian noise.

Proof It suffices to prove that the likelihood statistic can be reconstructed from the
stated sequence of matched-filter outputs. As implied by Corollary 7.1.2, maximizing
the likelihood function A (ao, . ..,a,—1) in gaussian noise is equivalent to minimizing
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the euclidean distance d (v(¢), c¢(¢)). Thus,

o0

d(v(t),C(t))=/ 0(t) — c()Pdt

—o0

= foo |U(t)|2dt — 2Re [/oo U(t)c*(t)dti| + /OO |c(t)|2dt

00 n—1 00
= / |v(t)|2dt — 2Re |:Z a; / v(0)s*(t — ZT)dti|
—0oQ =0 —0oQ0

n—1 n—1

+y Z apal, / s(t — T)s*(t — €'T)dt
£=0 ¢'= -
00 n—1n—1
= / |U(t)|2dt — 2Re |:Z a[ug:| + Z Z agag,rg/
- £=0 =0 ¢'=

where

up = u(lT) = /OO v(t)s*(t — £T)dt

—00

and

re =r(dT) = /00 s(t)s™(t — £T)dt

—00

= r*(—LT) = r*,.

Given a received v(t), the first term of the last line on the right is a constant that is
independent of the hypothesized data sequence so it need not be included. A suitable
redefinition of the likelihood statistic to be maximized is

n—1 n—1 n—1
Alag, . ..,an—1) = 2Re Zazug — Z Z agayry_y,

=0 =0 ¢'=0

which depends on the received signal v(¢) only through the samples uy, so these samples
form a sufficient statistic. This completes the proof of the theorem. |

The theorem only provides a sufficient method of forming a sufficient statistic, not a
necessary method. The theorem does not preclude the possibility of other statistics that
are just as good, but none is better. Proposition 7.2.1 indicates that, to achieve an optimal
demodulator, the matched filter should be designed for the received pulse (which may
include the effects of dispersion in the channel), rather than for the transmitted pulse.

We shall now apply the maximum-likelihood principle to the case of a BPSK wave-
form in white noise in the absence of intersymbol interference. In the next section we
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shall repeat the discussion in the presence of intersymbol interference. For the demod-
ulation of BPSK, there is no purpose in dealing with the quadrature component, so we
may treat the signal as a real baseband signal. The a, are unknown parameters equal
to +A. The log-likelihood function is maximized by the sequence of values of a, that
maximize the likelihood statistic that was given at the end of the preceding proof.

Theorem 7.3.2 In additive white gaussian noise, the maximum-likelihood demodu-
lator for the BPSK waveform with no intersymbol interference is to pass the received
signal through the matched filter and detect the sign of the output at each sampling
instant £T.

Proof For this special case, the double summation in the proof of Theorem 7.3.1
reduces to a single summation because of the assumption of the theorem. That is,

n—1

00 - n—l 00
d((1),c(t) = [ v (t)dt =2 ame + Y a; / s2(1)dt.
o0 =0 —0o0

- =0

The first term on the right does not depend on a,. Because a; = 4-A, the last term does
not depend on ay either. To maximize X¢aguy, the estimate of a; should have the same
sign as uy for each £. Because any sequence of data bit values is allowed, this is the
maximum-likelihood demodulator. |

Notice that Theorem 7.3.2 derives, as an optimal demodulator, the same coher-
ent matched-filter demodulator that was studied in Chapter 3, but now starting from
a stronger definition of optimality. The matched-filter demodulator was derived in
Chapter 3 under a simpler setting for the problem. There the demodulator was specified
to have the structure of a linear filter followed by a threshold, and the matched filter
was shown to maximize signal-to-noise ratio over the class of demodulators with this
special structure. In Theorem 7.3.2, the structure itself is developed during the proof
of optimality. On the other hand, Theorem 7.3.2 applies only to white gaussian noise,
while Theorem 3.1.2 applies to any stationary noise.

Theorem 7.3.3 [In additive white gaussian noise, the maximum-likelihood demodu-
lator for QAM signaling with complex signal constellation {c,, : m = 0,...,.M — 1},
and with no intersymbol interference, is to pass the signal through a matched filter and
to choose that m for which c,, is closest in euclidean distance to the output of the filter
at the sampling instant.

Proof As in the proof of Corollary 7.1.2, maximizing the likelihood function
Alag, . ..,a,—1) is equivalent to minimizing the distance

00 n—1 n—1 00
d (1), c(t) = / lu(1)|?dt — 2Re [Z ajug} +> |a[|2/ s2()dt
o £=0

- £=0 —
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by choice of the sequence of a, where, for each ¢, a; € {¢;, : m =0,...,M — 1}.
But ffooo |v(7)|3dt is a constant throughout the calculation and can be replaced by the
constant ZZ’;& |ug|? without affecting which m achieves the minimum. Thereafter, with
the implicit understanding that the pulse s(¢) is normalized so that ffooo s2(Hdr = 1,
this is the same as maximizing

n—1 n—1 n—1
dw,a) =Y |ug* — 2Re {Z azugi| + ) lal?
£=0 =0 =0
n—1
=Y lue —acl’,
£=0

This is maximized by choosing, for each ¢, the estimate ay equal to that element of the
signal constellation that minimizes |u; — a 2. |

The maximum-likelihood principle also can be used to provide an optimality condi-
tion for a noncoherent demodulator of an M-ary orthogonal waveform. The assumption
is that the phase error is independent from symbol to symbol and there is no intersymbol
interference, and therefore nothing is to be gained by demodulating more than one sym-
bol at a time. The following is the optimality theorem for noncoherent demodulation
of a single symbol of an M-ary orthogonal signaling waveform.

Theorem 7.3.4 In additive white gaussian noise, when the carrier phase is unknown,
the maximume-likelihood demodulator for a single symbol of an M-ary orthogonal sig-
naling waveform with no intersymbol interference is a bank of matched filters, followed
by a threshold on the magnitude of the output at the sampling instant.

Proof Because, by assumption, there is no intersymbol interference, and orthogonal
signaling pulses are defined to be orthogonal to all of their translates by £7, it suffices
to consider only a single transmitted pulse. Let s,,,(t) form = 0, ..., M — 1 denote the
M orthogonal pulses. For a single transmitted pulse, the received signal at complex
baseband is

V(1) = sm(D)e’® + n(r).

The proof consists of writing down the log-likelihood function as a function of the
unknown index m and the unknown phase 6, and then maximizing over both m and 6.
But this reduces to choosing m and 6 so as to minimize the squared euclidean distance:

o0

d* (), sm(D)e’’) = f [0(t) — s (1)e’’ |*dt

—00

= / lv(t)|>dt — 2Re [e—19 / v(t)s;(t)dt] + f BNGIR

—00 - —0
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The first term does not depend on m or 8. Because we have defined an M -ary orthogonal
alphabet to have the same energy in each of its pulses, the last term does not depend
on m, nor on . The middle term has the form of the number Re[ze7?], which is
maximized over 6 by choosing e 7% = 7*/|z|. Consequently,

o0

m@indz(v(t),sm(t)e/@) :/ lo(f)|>dt — 2 '/OO v(t)sy, (Ddt| + Ep,

and the maximum-likelihood demodulator chooses m to minimize the right side. That s,
choose that m for which the magnitude of the mth matched-filter output is largest. H

Maximum-likelihood sequence demodulation

Maximum-likelihood demodulation of a BPSK waveform in the absence of intersymbol
interference was studied in the previous section. Now we turn to the demodulation of
BPSK in the presence of intersymbol interference. Now, the log-likelihood function for
ablock of length n cannot itself be separated in a simple way into a sum of noninteracting
log-likelihood functions, as was done in the proof of Theorem 7.3.2. In its place, we
will formulate an alternative likelihood statistic that can be so separated in a simple
way into an appropriate sum of terms.
We begin with the likelihood statistic for the general case of a QAM waveform

n—1

c(t) = Z aps(t — €T)

=0

received in additive white gaussian noise, which was developed within the proof of
Theorem 7.3.1 as

n—1 n—1 n—1
Alag,...,an—1) = 2Re Za}fug — Z Z agayry_g

£=0 £=0 /=0
where the first term involves the matched-filter output uy, given by
o
ue =u(T) = [ v(t)s™(t — €T)dt
—00

and the second term involves r¢, given by

re =rT)

=/ s()s*(t — £T)dt

—00

=r"(—LT) =r%,
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which does not involve the received signal v(¢). Because A(ayg,...,a,—1) can be
recovered from the sequence of the matched-filter output samples, the sequence of
the matched-filter output samples is a sufficient statistic for the demodulation of a
QAM waveform, whether or not there is intersymbol interference.

The maximum-likelihood demodulator finds the vectora = (ay, . . ., a,—1), of block-
length n, each of whose components is in the QAM signal constellation, that maximizes
A(ag, . ..,an—1). For the special case of BPSK, all of the components of the n-vector
(ag, . . .,an—1) must be +A. One way of finding this maximum-likelihood solution is
to substitute, in turn, each of the 2" such binary vectors (or, in the general case, each
of the M" such M-ary vectors) into A(ag,...,a,—1) and then search for the largest
value of A(aop,...,a,—1). However, this process is rather tedious, even intractable,
for large n. Further, in most applications, n is not fixed but is ever-increasing. In
such applications, one does not want a block-organized computational structure for
the maximum-likelihood demodulator. One wants a recursive computational structure
that will demodulate each bit (or symbol) in turn after a fixed computational delay.
The Viterbi algorithm has this kind of structure, sliding along the incoming senseword
and producing output bits in sequence after some fixed latency. We shall show that,
in the presence of intersymbol interference and white gaussian noise, the maximum-
likelihood principle can be formulated in such a way that the Viterbi algorithm provides a
fast computational algorithm with the desired properties. The only condition we impose
is that the intersymbol interference has finite duration. That is, for some integer v, called
the constraint length, rp = 0 for £ > v and for £ < 0. This means that a symbol will
have nonnegligible intersymbol interference only from the v previous data symbols.
Consequently, we shall refer to the value of the previous v symbols as the state of the
channel. Specifically, define the state as the v-tuple consisting of the previous v data
symbols

0¢ = (00—, 00—vt1,--+,00—1)-

For QAM signaling, each symbol takes values in a finite signal constellation with
M = 2% points so there are a finite number, 2%, of states. As £ increases by one, the
state oy changes to state oy . The state transitions define a trellis on the 2%V states.
The cumulative likelihood statistic for the subblock (ag, . . ., ar) is nondecreasing as £
increases.

The next theorem provides a formulation of the likelihood statistic that has a reg-
ular additive structure and can be fitted to the structure of the Viterbi algorithm. Let
Me+1(0¢, 0¢41) denote the increase in the likelihood statistic in going from state oy to
state o¢41. That is, define A¢41(0¢, 0p+1) by

A(ag,...,ap—1) = A(ao, . ..,an—2) + ret1(0¢, 00y1).
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Theorem 7.4.1 The likelihood statistic for a QAM signaling waveform in additive
white gaussian noise with modulation levels denoted ay, can be written as the sum

n—1
A(ao, ... an-1) =Y he11(0¢,0041)

£=0
where

-1
2
)»g.,_l(dg,du_]) = 2Re[az‘u5] — 2Re a;'j Z aglre—k | — |ag| 1o,
k=(—v

with the understanding that ap = 0 for £ less than zero and where u; and ry are the
actual and expected values of the matched-filter output, respectively.

Proof The equation for A (ay, . ..,a,—1) was given at the start of the section. We will
expand the equation for A(ao, ..., ar) by writing the sum from O to £ as a sum from 0
to £ — 1, then adding the terms at £ explicitly. This is

- -
Alag, . ..,ar) = 2Re Za,fuk - Z Z aragry —k
k=0 1 k=o0r=
mo—1 7 161
= 2Re Z ayuy | — Z Z aragry —k
| k=0 d k=0k=0
1 1
+ 2Re[ajue] — ag Z agry—g —ag derz—k — la|*ro
K'=0 k=0

= A(ao, . ..,ap—1) + 2Re[aju¢] — 2Re | aj Z arro—i | — lae)*ro.
k=C—v

Now use the facts that ry = r* . and rp = 0 for k > v to rewrite this as

Aao, ... ap) = Aao, . ..,ar—1) + 2Relajue] — 2Re | a} Z arre—i | — lae*ro

k=C—v
= A(ao, .. .,ae—1) + Ae(0p, 0¢+1).
Hence the same reduction applies to Af(ag,...,ae+1) and so forth. Because
Ae+1(0¢,0¢41) = O for £ less than zero, the theorem is proved. [ |

The likelihood statistic of Theorem 7.4.1 takes the form of a sum of »n terms, the
£th of which depends only on the states at times £ and £ + 1 and the ¢th sample u,
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of the matched-filter output. This is the structure that is needed to apply the Viterbi
algorithm. To this end, we use the terminology of “distance”. With a change in sign,
we refer to the negative of the likelihood statistic as a “distance” between an observed
sequence and a code sequence. On the trellis with states o, define the branch distance
as dg+1 = —XAg41(0¢,004+1) on the branch between states oy = (ag—y,...,a¢—1) and
o¢+1 = (A¢+1-v, - - ., ag). The path distance, then, between any path through the trellis
and the received sequence of matched-filter samples is the sum of branch distances on
the traversed path. To maximize the likelihood statistic, we must minimize the path
distance by the choice of a path through the trellis.

The likelihood statistic is expressed as a sum of branch distances in Theorem 7.4.1.
Then the term |a%|ro in Theorem 7.4.1 is a constant and need not be included in the
branch distance. We shall also drop a factor of two to obtain the modified branch
distance

-1

dey1(00,0041) =Re | ag | —ue+ Y axrey
k=0—v

which conveys all relevant information, and is more compact.

We shall illustrate the use of Theorem 7.3.1 by developing the trellis shown in
Figure 7.1 for the case of BPSK using amplitudes ay = £A with intersymbol inter-
ference of constraint length one. This is similar to the example studied in Section 4.3.
In that section, we used the Viterbi algorithm to demodulate a BPSK waveform in the
presence of intersymbol interference caused by channel dispersion, but we made no
claims about the optimality of this procedure. Now, we shall describe an alternative
demodulator for BPSK, also using the Viterbi algorithm, that is optimal in the sense
of the maximum-likelihood principle. Because v = 1 and the data is real, the branch
distance becomes

doy1 = ag(ag—1r1 — ug).

The sum of the branch distances is to be minimized by the choice of path through the
trellis, as defined by the ay.

Ay = a(a,41-1,)

ry ry ry ry

+ e >0 >e >e >e

1@ S e .

I - —I -

Figure 7.1. A trellis for a maximum-likelihood demodulator.
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1.0 -0.3 -0.7 0 XXl

0.1 0.1 0.1 0.1

+1

—1e

-0.1 -0.1 -0.1

Figure 7.2. A trellis for a specific example.

0.9 -1.3 -1.9 -1.8
(+1) (1) (1) (?)

Figure 7.3. Example of a Viterbi demodulator.

The trellis shown in Figure 7.1 is for a maximum-likelihood demodulator for a BPSK
waveform with constraint length v equal to one. The term ay_r¢ labels the branches,
and the branch distance is computed from u, by the indicated equation. Notice in this
example that the branch distances are to be combined by direct addition. This is in
marked contrast to the example of Figure 4.5 in which squares of distances were added.

Figure 7.2 shows a specific numerical example using r; = 0.1. Figure 7.3 shows the
surviving paths for that example at each recursion of the Viterbi algorithm.

Let us pause here to summarize our present position before we move on to conclude
the chapter. We saw earlier that if p(z) * p*(—t) is a Nyquist pulse where p(¢) is
the transmitted pulse, then the sampled output of the matched filter p*(—t) will have
uncorrelated noise components, but if there is dispersion in the channel, there will be
intersymbol interference. This intersymbol interference can be accommodated by using
the Viterbi demodulator as described in Section 4.3 to search for the minimum euclidean
distance path. However, in Theorem 7.4.1, we saw that the optimum demodulator
actually has a different structure, based on the matched filter s*(—¢) and a Viterbi
algorithm searching a trellis with a much different distance structure. Now we would
like to reconcile these two different demodulators. Specifically, because we may prefer
to work with the euclidean-distance structure of the first demodulator, we would like to
determine the circumstances in which it is equivalent to the second demodulator, and
so itself is a maximum-likelihood demodulator.

Theorem 7.4.2 If p(t) * p*(—t) is a Nyquist pulse for the sampling interval T, and
s(t) = Y_1_ gip(t — iT), then the Nyquist samples of the output of the filter p*(—t) are
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a sufficient statistic for estimating the data symbols a, of the QAM waveform
o0
c(t)=Y_ aps(t—LT)
{=—00

in additive white gaussian noise.

Proof Because we know that the samples u(£7) of the output of the filter s* (—¢) form
a sufficient statistic, it suffices to show that these samples can be computed from the
sampled outputs of the filter p*(—¢). Thus,

u(dT) = /00 v(t)s™(r — €T)dt

—0oQ
o0 v
- / v(t) Y gip(t — £T — iT)dt
- £=0

= Zgi /OO v(Op(t — LT — iT)dt
i=0 -

v
- Zg,-u’(zT +iT)
i=0

where 1/ (£T) is the £th output sample of the filter p*(—¢). Thus u(£T) can be computed
from the sequence v’ (€T). |

Because of this theorem, for such a received pulse s(¢), we are free to use the outputs
of the matched filter p*(—¢) with no loss of information. Then instead of follow-
ing Theorem 7.3.1, we can formulate the maximum-likelihood demodulator by using
these alternative statistics. This maximum-likelihood demodulator will be the Viterbi
demodulator. Even though the structure may look different, Theorem 7.4.2 allows us
to conclude that this demodulator is equivalent to the demodulator of Theorem 7.3.1,
and usually it is to be preferred because of its more convenient structure.

The essential thought behind Theorem 7.4.2 is also important when there is a precoder
between the datastream and the channel. For such an application, there may be a
modulo-¢g operation in the precoder. The following theorem confirms that this modulo-¢
operation does not invalidate the conclusion of Theorem 7.4.2.

Theorem 7.4.3 Let

v
co= gari (modg)
i=0
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where g; and a; are complex integers modulo q, and

o0

c(ty= > cplt—LT)

£=—o00

where p(t) * p*(—t) is a Nyquist pulse for the sampling interval T. Then in additive
white noise, the output samples of the matched filter p* (—t) are a sufficient statistic for
demodulating the data sequence ay.

Proof This is essentially the same as the proof of Theorem 7.4.2. [ ]

7.5

Noncoherent combining of diversity signals

A diversity communication system sends several copies of the same message to a user
through several different channels so that even if all channels but one are broken, the
message will still arrive at the receiver. Diversity may be at the level of an entire message
with L diversity channels. The same full message is sent independently through the L
diversity channels (or through one channel at L different times). Figure 7.4 shows a
system with two diversity channels. If neither channel is broken or impaired, then the
user receives the same message twice. The duplicate copy of the message gives no
additional value.

Diversity transmission can also be at the symbol level; then it is called symbol split-
ting. Each symbol is transmitted through each of L diversity channels. The demodulator
sees the noisy signal coming out of all L channels and, by appropriately combining the
multiple copies, must decide which symbol was transmitted at time £7". There are many
ways to design this demodulator, and the choice will depend on the kinds of things that
might go wrong on the channel. One may individually demodulate all L channel out-
puts and vote on the correct symbol, but this can be a poor approach if all channels
are equally noisy. Alternatively, one may integrate the set of all L channel output sig-
nals into a single statistic and demodulate based on that statistic. For example, the L

Channel —0\0—

to

User
Source Transmitter Receiver —>

Channel —o\o—

Figure 7.4. Diversity transmission.
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matched-filter output samples could be added and the sum applied to a threshold, but
this can be a poor approach if most channels are relatively noise-free and a few are very
noisy. Between these two approaches are alternative methods. One prefers to use an
approach that is robust. This is an approach whose performance depends only weakly
on the disparity in the noise strengths of the channels.

The energy per symbol is Es/L, and the output of each subchannel matched filter
has a signal-to-noise ratio Es/LNy. If the probability of symbol error of the selected
modulation waveform is written p,s(Ejp/No) as a function of Ej, /Ny, then the probability
of demodulation error in a single subchannel is p.s(Ep/LNp). When one expects that
more than half of the subchannels are relatively noise free, one should demodulate every
channel output and vote on the correct channel symbol. The vote is correct whenever
more than half of the L subchannels are demodulated correctly.

If every channel has additive gaussian noise of the same power density spectrum
No/2, the use of voting would have a severe energy penalty. In this case, the probability
of demodulation failure after a majority vote is given by

L

L E, \! E, \\ -
Pe = Z < )pes (_) (1 — Pes (_)> .
Pyyy L LNy LNy

If the demodulator accepts a plurality decision, then the probability of demodulation
error will not be smaller than this expression. To get a general sense of the consequence
of this equation, let L be even and approximate the sum by its dominant term. It then
becomes

(L E, L-D/2
Pe ~ L2 Pes INo .

Now recall that for many of the kinds of modulation that were studied in Chapter 3,
the probability of symbol error for large £, /Ny can be written as

Ep\ Ep
pes<N.0>—Q< :3]\]0>

for some constant 8 that depends on the kind of modulation. Consequently, using
. . 2 o .

the inequality Q(x) < %e*" /2 as a coarse approximation, we can manipulate the

approximate terms as follows:

—1)/2
[ < E, )}( )/ ~ (e_ﬁE,,/zLN())(L’l)/z ~ o—BEv/4No
es

LNy
-~ Ep
“Pes\ oy )



236

Principles of optimal demodulation

Consequently,

(L E,
e~ () (3

The appearance of a factor of two in the argument of p., suggests that making a hard
decision in each individual subchannel results in an energy loss of at least 3 dB. The
first term indicates even more degradation in the probability of error. Indeed, an exact
analysis would show an even larger degradation.

For binary modulation, because the total energy expenditure is Ep joules per bit,
each of the L subchannels expends Ej/L joules per bit. If every subchannel were a
white gaussian-noise channel with noise power density spectrum Ny /2 watts per hertz,
one would hope to communicate with the same Ej /Ny as would be needed by a single
channel. Indeed, this can be done simply by adding the L outputs of the L matched filters
to form a single statistic. This is referred to as coherent integration. Because the L noise
samples are independent, their variances add when the samples are added, so the noise
power in the composite statistic will increase by L while the signal amplitude increases
by L. The composite signal amplitude is L/E} /L, so the energy of the composite signal
is LEp. Because the signal-to-noise ratio of the sum is just what it would be if a single
channel were used, there is no energy loss in using coherent integration whenever all
subchannel outputs are available and equally noisy. However, in such cases, there is no
point in using a diversity system. It would be enough to use all of the available energy
on a single channel.

When the diversity channels are passband channels with unknown and independent
phase angles, the decision statistic is formed by the method called noncoherent integra-
tion. The absolute value, or a monotonic function of the absolute value, of the output
of each matched filter is computed, and these values are added to form the decision
statistic.

The optimum monotonic function for this decision statistic for L-ary diversity, M-
ary orthogonal, noncoherent signaling will be derived from the maximum-likelihood
principle. Let s,,¢(t) form = 0,...,M — 1 be a set of M orthogonal pulses of equal
energy and unknown phase. At each sample time, a particular pulse s, (¢), representing
k data bits, is transmitted on all L channels. The waveform on the £th diversity channel
isce(t) = Z?i_oo Sm; (t — iT'), which does not depend on £. Let x,,,¢ be the magnitude
of the output of the matched filter for the pulse s,,,¢(¢). Let py (x;,¢) be the probability
density function on x,,¢, given that the input to the matched filter is noise only, and let
ps (xme) be the probability density function, given that the input to the matched filter
is signal plus noise. Because the pulses have equal energy, these probability density
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functions do not depend on m or £. The log-likelihood function is

A(m) = log l_[PS(xme) [ 1 HPN(Xm%)

m' #m £=0

» (X ) 1L—1
n 5Cone {n npmme)

pN(me) '—0 00

The bracketed term in the second line is independent of m, so it is enough to maximize
the redefined likelihood statistic

T psCome)
A(m) = logl_[ PsEme)

=0 PN (Xme)

by choice of m.

Theorem 7.5.1 Given an M-ary orthogonal signaling scheme with L-ary nonco-
herent diversity, all pulses having the same energy E, = A2, and all channels
having additive white gaussian noise of two-sided power density spectrum Ng/2, the
maximum-likelihood demodulator chooses that m for which

L—1
2AX0
A(m) = Zlog[o< )
=0 No

is largest, where x,;;p is the absolute value of the output sample of the myth matched
filter.

Proof To evaluate the maximum-likelihood demodulator, we should write the likeli-
hood function with the set of phase angles included as unknown parameters. However,
because each phase term occurs in only one pulse and the pulses are orthogonal, the
maximization with respect to phases will separate into individual maximizations lead-
ing to the prescription that only the absolute value of each matched filter is used.
Consequently, we begin the mathematical treatment at this point.

Let py (xpe) form = 0,...,M — 1 and £ = 0,...,L — 1 be the rayleigh density
function describing the magnitude of the matched-filter output when m is not the trans-
mitted symbol; let ps(xye) form =0,...,M —1land £ =0,...,L — 1 be the ricean
density function describing this output when m is the transmitted symbol. Then given
Xme form=0,...,M —1,and £ = 0,...,L — 1, we choose m as the value of m for
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i -] 20

_ X Ze—(x +A?) /202 ; AxXpe xmge—xrzni/Za2
ogl—[ 0\ 52 )

Ll 292 Ax
=log |:1_[ e~ ( ’2"6>:|
o
=0

is maximized. Replacing the logarithm of a product by the sum of logarithms and o2

by No/2 completes the proof of the theorem. |

An optimal receiver for a four-ary orthogonal alphabet with noncoherent two-way
diversity is shown in Figure 7.5, in which /y(x) is the modified Bessel function. The
structure of this receiver, using log-Bessel integration, is an immediate consequence of
Theorem 7.5.1.

Sample A(x)
—>|55(~t) Magnitude | log IO< )

at (T

—>si-t)—>
from
Channel —¢ .
#1 —>{55(—t) —> .

L—» sa(-t)—>

O, |
<+> Pick
- N Largest L,
—>{so(~1) —> — Q ) at
LT
Q =

from 5100 .
Channel — °
#2 —>| 55(~1) —>

Sample A(%)
—>(S3(—t) Magnitude | log IO< )
at (T

Figure 7.5. Noncoherent demodulator for four-ary orthogonal signaling with two-way diversity.



239

7.5 Noncoherent combining of diversity signals

For small values of x, we may consider the series expansion

1 1()—12 Ly
ogox—4x 64x .

Therefore the function log Ip(x) can be well approximated by a quadratic function of x
when x is small. The approximation

1 2
logIp(x) = —x

~

is sometimes used for all values of x because it does not much matter that the
demodulator is suboptimal when the signal strength is large.

The performance of a noncoherent L-ary diversity system can be evaluated numeri-
cally using the diagram of Figure 7.6. Figure 7.7 shows the performance of an eight-ary
orthogonal modulation system with L-ary symbol splitting and square-law combining in
additive white gaussian noise. If the square-law combining nonlinearity were replaced
by the optimal log Ip(x) combining nonlinearity, then the curves for L = 2,3, and 4
would move slightly to the left. An inspection of Figure 7.7 shows that, to achieve a
given probability of error when all channels have the same noise power, symbol split-
ting requires about 1 dB more energy than would simple orthogonal signaling. This
loss of 1 dB against white gaussian noise is the cost for using a diversity system with
noncoherent combining to protect against channel loss or disparate noise distributions.

Enter

Psin(X)
pNO(X )

P's:d¥) =Ps.n(g (¥)9'(Y)
P'ng(Y) =Pn (9 (¥))9'(¥)

|
P"sin(y) = P'sin(2)*P'sin(2)
P ) = Piny(2)5Py,(2)

v

Symbol Error Rate

0 . M-
Pe=1- ‘(p”S+N(Z) [ J pNO(z’)dz’ j| az

—0 —00

}

Convert p, Symbol to p, Bit
Convert A/ c Symbol to E,/ N, Bit

|

Exit

Figure 7.6. Computing the performance of a diversity system.
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Figure 7.7. Performance of noncoherent eight-ary modulation with L-ary symbol splitting and square-
law combining.

The maximum-posterior principle

The maximum-likelihood principle is a compelling principle of optimality. The fun-
damental premise of this principle is that the most likely explanation of the observed
data is the most desirable explanation of the observed data. However, although this
premise may be compelling, it is not compulsory. It does ignore other possible consid-
erations of merit. One may choose to reject the maximum-likelihood principle, or to
use it only when it fits one’s purpose. Indeed, although the message error rate may be
more meaningful, a communication system is usually judged by the bit error rate, and
the maximum-likelihood demodulator does not attempt to minimize the bit error rate
because the most likely interpretation of the channel senseword does not necessarily
have the fewest bit errors. There may be a less likely interpretation of the senseword
that has a lower bit error rate or possibly favors some other, secondary, consideration.

In this section, we shall introduce the maximum-posterior principle as an alternative
method of inference. Often, for routine applications, the maximum-posterior principle
is equivalent to the maximum-likelihood principle, so is not really an alternative. This
is so, for example, in the case of decisions at the block level when all blocks are equally
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likely. However, when applied at the bit level, the maximum posterior principle can be
quite different.

Discussion of the maximum-posterior principle makes repeated reference to the
notions of marginal probability distributions and conditional probability distributions,
which are defined as follows. Let p(x, y) be any bivariate probability distribution” on
two random variables X and Y. Then the marginal distributions on X and Y are given by

p&x) =Y p(x,y)
y
PO =) _p.y).

The conditional distributions on X and Y are given by

pxly) = px,y)/p(y)
pyx) = p(x,y)/p(x).

It follows from these definitions that p(x,y) = p(x|y)p(y) = p(y|x)p(x) from which
the Bayes formula

pxIVp()

PO = S P o)

follows immediately.
Similar definitions apply to the multivariate probability distribution p(xi, . .., x;,) on
the block of random variables (X1, ..., X,). The block has the marginal distribution

PO =Y ey Yy PO, )

Xe—1 Xe+1 Xn

on random variable X,. Marginalization to several random variables, such as p(x¢, x;/),
is defined in a similar way. A variety of conditionals can then be defined, such as
P(X1s ey X1, X041, - - - » XnlXe) OF p(x1, X2]X0).

The conditional probability of observation x when given the parameter y is p(x|y).
The task of inference of a parameter y from an observation x when given the conditional
probability p(x|y) led us to introduce the maximum-likelihood principle. However, if
a probability distribution p(y) on y is known, then one can write the joint distribution
p(x,y) = p(y)p(x|y). By the Bayes formula, the posterior probability of parameter
y when given x is

p(Y)p(x|y)

P = S ply)

2 Asis customary, we carelessly use p to denote all of these probability distributions even though they are actually
many different functions.
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The probability p(y|x) is called the posterior probability of y, and p(y) is called the
prior probability of y.

The maximum-posterior principle is a principle of inference that states that one should
estimate y so as to maximize p(y |x). Thus ¥ = max, p(y|x). The maximum-posterior
principle can be used only if p(y) is known and this is often not known. It is easy to see
that the maximum-posterior principle is the same as the maximum-likelihood principle
if p(y) is the uniform distribution. However, if y is a block of multiple parameters, then
marginalization to one parameter may produce a fundamental change in the structure
of the maximum-posterior estimate.

For example, if there are two parameters y; and y», then

p(yi, v2)p(xly1, v2)
vy PV 2P (X (Y1, v2)

Py, v2lx) = T

is the posterior probability of the pair (y1, y2). The marginalization of p(y1, y2|x) to ¥
is the marginal posterior probability

>, PV y2)P(XIY1, v2)
2 P Y2IP(X Y1, v2)

pnlx) =) p(n, nlx) =

V2
>, P, v2)p(xlY1, v2)
Y PVLY2IP(XIY1L v2)

pralx) =Y py1, nalx) =
Y1

The componentwise maximum-posterior estimate then is
71,72) = (argmax,, p(y1|x), argmax,, p(y2|x))

which, in general, is not equal to the blockwise maximum-posterior estimate

(71, 72) = (argmax,, . p(y1, y2lx)) -

The comparison between blockwise and componentwise maximum-posterior estima-
tion is at the heart of many applications of this principle. Indeed, even if y; and y, are
independent so that p(y1, y2) = p(y1)p(y2), a change in p(y»), the prior on y,, does
change the marginal p(y;|x), and so the estimate 3, may change.

Maximum-posterior sequence demodulation

The maximum-posterior demodulator involves a form of demodulation that is straight-
forward to explain at the conceptual level, although it can be burdensome to implement.
To recover the transmitted dataword, it demodulates each bit or symbol of the received
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senseword individually, but within the context of the entire senseword. It does this by
marginalizing the blockwise posterior probability distribution to the individual bitwise
(or symbolwise) posterior probability distribution. It computes this marginalization for
each bit (or symbol) of the block, and then forms a componentwise maximum-posterior
estimate of the transmitted dataword.

A maximum-posterior demodulator at the block level is not popular for the following
reason. The maximum-posterior block estimate is the maximum of the posterior p(a|v)
over all data sequences a. However, if all data sequences are equally probable, this is
the same as the maximum-likelihood demodulator because then p(a|v) is a constant
multiple of p(v]a). Only when the block probabilities are unequal, and known, is the
maximum-posterior demodulator at the block level useful.

The maximum-posterior demodulator for an intersymbol interference channel forms
the componentwise posteriors on the n data symbols when given the channel output
matched-filter samples, which have the form

Vi = Zgwife +n
¢
=c¢it+n

where c is the noise-free channel output and v is the noisy channel output. If the additive
noise vector n is memoryless gaussian noise, then the conditional probability on v is
given by

n
1 )2 /262
p(vla) = | | e~ (We—co)* /20
=1 2o

where ¢ = g * a. To compute the marginal p(a¢|v), we must compute the marginal
component p(ay; = sy|v) form = 0,1,...,M — 1, where s, is the mth point of the
signal constellation S. It will prove convenient to also express the marginal imprecisely
as p(ay, = m|v) regarding a, as taking on the data values m rather than the symbols s,,
representing the data values.

When the block posterior probability, given by

p(vla)p(a)

Pa) = ap@

is marginalized to the single letter a, of the message sequence a, it becomes the
conditional

plagv) =Y > -3 - plalv)

ap ai ag—1 ae+1 an—1
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in which all components except a, are summed out, and a, is equal to a fixed value,
say ag = m. Each sum, say the sum on a;, designates a sum over all possible values of
component a;. We will abbreviate this formula for marginalization as

plaglv) =) plalv)

ajag

or more specifically, as

plag =mlv) =Y p(alv)

alag

where the notation a/a; denotes the vector a punctured by ag, so that

ajag =(ao,...,a¢— 1,041 .,0n—1).

Then we may write

a=(a/ag,ay)

to reinsert ay into a/ay, with the understanding that ay is to be inserted in its proper
place.

For the simplest case of BPSK, each a; ranges over zero and one. Thus, the sum on
only the jth component is

pla/ajlv) =) plalv)
= p(alaj = 0,v) + p(ala; = 1,v).

This sum on only one component provides the marginalization to the punctured block
a/ag, which has n — 1 components. In contrast, to marginalize to a single component
is to compute the marginal p(a,|v) by summing over n — 1 components. To compute
this marginal, one must sum out over all values of @ /a,. For BPSK, this requires a sum
over 2"~! such terms, one summand for each value of the sequence a /ay. For an M-ary
signal constellation, the sum over each a; ranges over the M elements of the signal
constellation S. The sum over the entire punctured data vector a/a; then requires a
sum over M1 terms. This componentwise posterior p(ag|v) must be computed for
each of n values of £.
The maximum-posterior estimate of the £th symbol is now given by

ay = argmax,, ¢ sp(ac|v)
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for£ =0,...,n— 1. If S contains only two values, as for a BPSK waveform, then the
£th binary data bit is recovered as a one or a zero according to whether the posterior
component p(a; = 1|v) is greater than or less than p(a; = 0 | v). This can be decided
by noting whether p(a; = 1 | v) is greater than or less than 1/2.

If there is no intersymbol interference and the a, are independent, then p(a|v) =
[ 1, p(aclve). In this case, the marginals satisfy

plag|v) = plaglve) £=0,....,n—1.

Accordingly, there is no need then to explicitly marginalize p(a|v) to find p(ac|v)
because, in this situation, p(a¢|v) is already given as p(ag|vg). This means that only
the £th component of v gives information about a;. Maximum-posterior demodulation
at the bit (or symbol) level then differs from maximum-likelihood demodulation at the
bit level only if the zeros and ones are not equiprobable.

To compute the marginals of p(a|v) for a vector a of blocklength 7 in the general
case can be a formidable task because n — 1 summations are required to compute
each marginal, and a marginal is needed for each of the M values of each of the n
symbols. Each summation, itself, is a sum of M terms. This means that there are
M (M —1)(n—1)n additions, where M is the size of the signal constellation. In addition,
to first compute p(a|v) for an intersymbol interference channel can be a substantial task.
Because, however, the symbol interdependence has the form of a trellis, fast algorithms
to compute the collection of all branch probabilities are available, and will be explained
next. This trellis description is always available for intersymbol interference. Indeed,
intersymbol interference is described by a trellis with each branch leaving the same
node labeled by a unique data symbol and each symbol is repeated in that frame on
branches leaving other nodes.

The two-way (or frontward—backward) algorithm is a fast algorithm for calculating
all of the posterior probabilities on the nodes of a trellis of finite length. The algorithm
starts partial computations at each end of the trellis. It works backwards along the
trellis from one end, and frontwards along the trellis from the other. The task is to
compute, starting with the sequence of matched-filter output samples, denoted v, the
posterior probability for each node of the trellis that was visited by the encoder. The
demodulator can then determine, for each data symbol, the received componentwise
maximum-posterior estimate of that symbol.

The two-way algorithm and the Viterbi algorithm both move through the frames of a
trellis by a sequential process, so it is not surprising that both are similar at the logical
flow level. Both have a similar pattern of walking the trellis. However, they are very
different at the computational level. Whereas the fundamental computational unit of
the Viterbi algorithm is an “add—compare—select” step, the fundamental computational
unit of the two-way algorithm is a “multiply—sum” (or sum of products) step. Moreover,
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Figure 7.8. Trellis for explaining the two-way algorithm.

the two-way algorithm makes two passes through the trellis, one forward pass and one
backward pass.

In contrast to the Viterbi algorithm, the two-way algorithm does not make a hard
decision for each symbol. Instead, as its output the algorithm provides soft informa-
tion. Accordingly, the demodulation decision is not regarded as part of the two-way
algorithm; it comes later. Upon receiving the output of the algorithm, the demodulator
may choose to use other information that was not given to the two-way algorithm. In
Section 10.9, for example, the availability of soft information at the output of the algo-
rithm leads to the possibility of iterative decoding, which makes the performance of
turbo codes so attractive. For the present section, it is enough to posit that the symbols
are demodulated by simple threshold methods.

The motivation for the two-way algorithm is presented in the simple example in
Figure 7.8. This is a trellis for a BPSK waveform of blocklength four preceded and
followed by zeros, with intersymbol interference described by go = 1, g1 = 0.1, and
g¢ = 0 otherwise. The branches in the third frame are highlighted in order to discuss
the computation of the posterior of the third bit. To marginalize to a3, one must sum
the probabilities of all paths of the trellis that have a3 = 0; these are the paths that go
through the top highlighted node. Then one must sum the probabilities of all paths that
have a3 = 1; these are the paths that go through the bottom highlighted node. Because
these two probabilities sum to one, only one of them actually needs to be computed
directly. However, it may be more convenient to ignore common constants during the
computation, and to rescale the result after the computation so that the two probabilities
sum to one.

To compute p(az = 0|v), referring to Figure 7.8, first sum the path probabilities
over all paths that start at the beginning of the trellis and reach the top node at the end
of the frame of a3, then sum over all paths from that same top node of the trellis that
reach the end of the trellis. Multiply these together. Do the same for the paths that go
through the bottom highlighted node at the end of the frame of a3. More generally, for
a constraint length of v, there are 2 nodes at the end of a frame.
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Now the recursive computation is obvious. Let B;, for i = 0,1 be the sum of the
probabilities of all paths from the beginning of the trellis to the ith node at the end of
frame €. Let y;p for i = 0, 1, be the sum of the probabilities of all paths from the ith
node of the £th frame to the end of the trellis. To establish the recursion, write 8o, and
B¢ in terms of By ¢—1 and By ¢—1, which have already been computed in the previous
iteration, then

Boe = Boe—1p(velag—1 = 0,a¢ = 0)p(ar = 0) + B1e—1p(velag—1 = 1,a¢ = O)p(a; = 0)

Bie = Boe—1p(velag—1 = 0,a¢ = Dplag = 1) + Bre—1p(velag—1 = 1,a¢ = Dp(ag = 1).

The probability of the set of all paths leaving the node with a3 = 0 or with a3 = 1 and
going to the end of the trellis can be computed in the same way simply by viewing the
trellis backwards. The backward recursion is

v0e = Yo.+1p(Wettlae+1 = 0,a¢ = 0)p(ae+1 = 0) + yie+1p(vetilac+ = 1,ap = 0)p(ae+1 = 0)

vie = Yo.e+1P(ettlaer1 = 0,a0 = Dp(agr1 = 1) + yier1p(egilaerr = 1,a0 = Dp(ager = 1).

More generally, if the constraint length of the intersymbol interference is v, there will
be 2" terms in each of these sums. The posterior p(a3 = 0|v) is the product of two
terms. Then

2U
Bie =Y Bie—1p(elae—1 = j,ap = i)

j=1

Vv

yie = ) VieripWesilaers = j,ae = 1).
j=1

The two-way algorithm performs two sets of partial computations: one partial com-
putation starts at the beginning of the trellis and works forward until it reaches the end
of the trellis, storing as it goes the result of all partial computations in an array as shown
in Figure 7.9. The other partial computation starts at the end of the trellis and works
backward until it reaches the beginning of the trellis, again storing partial results as it
goes. After the two arrays of partial computations are complete, they are combined to
form the vector of branch posteriors.

After the symbol posterior is computed by the two-way algorithm, it can be converted
to a hard decision or used in some other manner. The symbol value with the largest
posterior probability is the appropriate hard decision.
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Figure 7.9. Partial computations for the two-way algorithm.

Problems for Chapter 7

7.1.

7.2

A received baseband waveform for digital communication in white noise is

n—1
v(t) = [Z aps(t — ET):| % g(t) + n(r)

=0

where s(¢) is the transmitted pulse such that s(¢) x s(—¢) is a Nyquist pulse, and

g(2) is the channel impulse response. The received signal is passed through a filter

matched to s(¢) and sampled at £7. We are given the samples as our received

data but we cannot observe the received signal at any point prior to the output of

the sampler.

a. Derive the maximum-likelihood demodulator based on the observed samples,
and describe an efficient implementation.

b. Would it be better to observe the received signal at the input to the matched
filter?

A baseband BPSK waveform for digital communication is dispersed by a linear

channel with an impulse response g(¢) and is received in white noise as

n—1

u(t) =Y aps(t — £T) * g (1) + n(o).

=0

a. Prove that a sufficient statistic for demodulation is given by the set of ry
given by

e = f T V(S NG g

for all £.
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b. Use the necessary and sufficient conditions of a Fourier series to show that
the sequence of samples

o0

N R
—0oQ0
for all £ is not a sufficient statistic for demodulation, that is, show that the r,
need not be recoverable from the 7.
7.3. a. Derive the maximum-likelihood demodulator for M-ary orthogonal signaling
with no intersymbol interference.

b. By averaging out phase as arandom nuisance parameter, derive the maximum-
likelihood demodulator for noncoherent M-ary orthogonal signaling with no
intersymbol interference.

7.4. Given a channel response

[o,0)
v(t) = Z aps(t — £T) + n(r)
l=—00
where
T sin 2t Wt
s(t) = ————
at(T — 1)

and n(¢) is white gaussian noise.
a. Is s(¢) a Nyquist pulse for this symbol rate?
b. Let u(t) = v(t) * g(¢t) where

g(t) = 2Wsinc 2Wr.

Does the sequence u(£T) form a sufficient statistic for demodulating a,?
7.5. Given the sequence of received samples

Vg =cCet+my

where the sequence ny is a sequence of white (independent) gaussian-noise sam-
ples, and the sequence ¢, is one of a given set of fixed code sequences, prove that
the maximum-likelihood estimate of the sequence c; is that sequence for which
the euclidean distance d (v, ¢) between sequences v and ¢ is minimized.

Notes for Chapter 7

The maximum-likelihood principle is a central principle of statistics and of classi-
cal estimation theory. The development of its properties and appeal as a principle of
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inference are largely due to Fisher (1922). This principle is basic to much of modern
communication theory. Forney (1972) developed the maximum-likelihood demodula-
tor in the presence of noise and intersymbol interference as a matched filter, followed
by a whitening transversal filter to make the noise samples independent, and finally fol-
lowed by the Viterbi algorithm to find the maximum-likelihood explanation for the data
that has thus been reduced to discrete-time data in white gaussian noise. Implicit in this
structure is the fact that the whitening filter can be in discrete time. Ungerboeck (1974)
showed how to eliminate the transversal filter by setting up the trellis so that the Viterbi
algorithm could be used as a maximum-likelihood demodulator even in the presence
of any nonwhite noise. In his paper, Forney also derived bounds on the probability of
error of a maximum-likelihood sequence demodulator.

The notion of diversity communication is very natural, and was used early on by
many. A systematic survey of combining diversity signals was published by Brennen
(1955, 1959).

Maximum-posterior algorithms have long received little attention in comparison
to maximum-likelihood algorithms, but this is no longer the case. The two-way
forward-backward, or BCJR algorithm, developed from the earlier Baum—Welch algo-
rithm (1966), was published by Bahl, Cocke, Jelinek, and Raviv (1974) and was largely
ignored for several decades. Essentially the same algorithm has also appeared inde-
pendently in other fields. The introduction of turbo codes created a need for the BCJR
algorithm, and it was rediscovered for that purpose.
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Synchronization

A channel may introduce unpredictable changes into the waveform passing through it.
In a passband channel, such as a radio frequency channel, unpredictable phase shifts
of the carrier may occur in the atmosphere, in antennas, and in other system elements
or because of uncertainty in the time of propagation. In order to demodulate a digital
waveform coherently, a coherent replica of the carrier is needed in the receiver. Because
the receiver does not know the carrier phase independently of the received signal, the
receiver must locally regenerate a coherent replica of the carrier. Uncertainty in the
phase of the received waveform introduces the task of phase synchronization in the
receiver.

Uncertainty in the time of propagation also introduces problems of time synchro-
nization. The local clock must be synchronized with the incoming datastream so that
incoming symbols and words can be correctly framed and assigned their proper indices.
Time synchronization may be subdivided into two tasks: symbol synchronization, and
block or frame synchronization. These two kinds of time synchronization are quite
different. Symbol synchronization is a fine time adjustment that adjusts the sampling
instants to their correct value. It exploits the shape of the individual pulses making up
the waveform to adjust the time reference. The content of the datastream itself plays no
role in symbol synchronization. Block synchronization takes place on a much longer
time scale. It looks for special patterns embedded in the datastream so that it can find
the start of a message or break the message into constituent parts.

8.1

Estimation of waveform parameters

A received passband waveform may have an unknown phase and an unknown time
origin. The complex representation of a typical received signal with these unknowns is

o0

v(t) = Z aps(t — €T — a(1))e?D + n(1)

{=—00
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where 0 () is arandom process called the phase noise, « () is arandom process called the
timing jitter, and n(t) is additive stationary noise, which is usually gaussian. Whenever
0(t) and « (¢) are varying very slowly compared to the duration of a block of the message
of blocklength n, we can approximate them as constants and write the approximation

n—1

v(t) = Zags(t — T —a)e’® +n(@)
=0

where 0 is an unknown parameter in the interval [0, 27 ], representing the phase offset;
« is an unknown parameter in the interval [0, T'], representing the symbol timing offset;
and n(¢) is additive noise, which is usually gaussian. Often there is no need to model 8
and « as random variables, but when we want to do so, we may model them as uniform
random variables in their respective intervals. Otherwise, we model them simply as
unknown parameters.

Estimation of the parameter 6 is called carrier synchronization. Estimation of the
parameter « is called symbol synchronization. There may also be an uncertainty in the
symbol index ¢ due to uncertainty in the message start time. This is dealt with under
the heading block synchronization, or message synchronization, using techniques that
may be quite different from those used for carrier or symbol synchronization.

Given the received signal v(7), the task is to estimate 6 and «. Let us consider
what this involves. A common transmitted signal is a quadrature-amplitude-modulated
signal, given by

o0

ct)= Y aus(t—LT),

{=—00

where each ay is a complex number taken from the QAM signal constellation. If the
modulation system is to achieve a data rate that is very nearly equal to the channel
capacity, then we may expect that the signal constellation must appropriately discretize
the complex plane around the origin, and the pulse s(#) must have a spectrum S(f)
closely suitable for the channel bandwidth. This leads to a waveform with a lot of
irregular fluctuations. Indeed, the subject of information theory tells us that a good
waveform c(¢) will appear to be very similar to complex gaussian noise; the more
nearly the modulation achieves the capacity of an additive gaussian-noise channel, the
more nearly c¢(¢) will mimic gaussian noise. Consequently, there will be little structure
in v(#) from which to form an estimate of 6 or «. To extract its needed information,
an estimator of 6 or of « requires some residual inefficiency in the communication
waveform. If the communication waveform is very inefficient, the estimation of # and
a can be rather trivial. However, because communication systems must now transmit
at data rates ever closer to the channel capacity, the development of synchronization
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techniques has been hard pressed to keep up. Sophisticated techniques are being used,
and continue to evolve.

Simple estimators can be designed in an ad hoc way by using heuristic arguments.
More advanced estimators can be derived by using the maximum-likelihood principle.
The exact maximum-likelihood estimator may be too complicated to use, so one finds
approximations to it.

Consider a received waveform corresponding to a block of symbols of length n,

v(t) = c(t — a)e? + n(t)
n—1

= Z aps(t — LT — oe)eje + n(1).
=0

We want to estimate a; for £ = 0,...,n — 1. The secondary parameters 6 and «
are nuisance parameters that affect the structure of the estimator but themselves are
not of independent interest. In principle, the best way to minimize the probability of
demodulation block error is to simultaneously estimate all the unknowns 6, «, and a,
for¢ =0, ...,n—1by means of a single maximum-likelihood estimator. The estimates
of oy provide the demodulator output; the estimates of 6 and « are not of lasting interest
and can be discarded. The log-likelihood function is of the form

o0

A, a,aq,...,a,_1) = / logp(v(®)|0,a,a9,...,a,—1)dt
—0

where, for each ¢, p(v(#)|0, «, ag, . . . ,a,—1) is the probability density function of v(¢)

conditional on 6, «,ay,...,a,—1. The maximum-likelihood estimator computes the

argument over 6,«,ag, . . . ,ay—1 of the maximum of the log-likelihood function. By

Proposition 7.2.1, when the noise is white and gaussian, this is equivalent to minimizing

the squared distance

o0
d*> (), c(t — a)el?y = / (1) — c(t — a)el® |2dr
—00
between the actual received signal v(¢) and each possible noise-free received signal
c(t — a)el? . The minimum of this distance occurs at (6, &, dp, . . . , dp—1), of which the
n-tuple (ao, .. .,a,—1) provides the desired estimate of the data.

We shall see that when the blocklength n is equal to one and « is known, the
maximum-likelihood demodulator reduces to a noncoherent demodulator. This is a
meaningful demodulator for a binary waveform, such as frequency-shift keying or
on—off keying, but is meaningless for binary phase-shift keying when 7 is equal to
one. For n larger than one, the maximum-likelihood demodulator for BPSK will have
a sign ambiguity; it will not be able to distinguish between the true message and the
complement of that message.
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The maximum-likelihood demodulator for large blocklengths will usually be pro-
hibitively expensive to implement directly. One usually uses a suboptimal procedure
whose performance is a satisfactory approximation of the optimal performance. A
common technique is to use a modular demodulator structure, possibly with feed-
back between the modules. For example, first estimate 0, then estimate «, and then
demodulate the data in the manner discussed in Chapter 6. The demodulated data may
be fed back to aid in refining the estimate of 6 or «. We will study phase and time
synchronization for a succession of simple problems evaluating and discussing the
maximum-likelihood estimator for each of them.

Estimation of phase

We begin our study of phase estimation with the study of estimating the phase angle
of a pure sinusoid of known frequency and unknown phase received in additive white
gaussian noise. The received signal is given by

(1) = cosQmfot + 0) + n(t),

and observed on the interval from —7( /2 to T /2. The complex baseband representation
of this signal is

v(t) = e 4 ng(t) +jnr(t)  |t] < To/2

where ng(t) and ny(¢) are independent, white, gaussian noise processes. The log-
likelihood decision statistic, as stated in Proposition 7.2.1, is

To/2 .
AO) = / lo(t) — e/ |dt
—To/2

To/2
= / [(vr(r) — cos ) + (v (r) — sin 0)?1dr.
—Ty/2

Expanding the squares and discarding irrelevant constants gives

To/2 To/2

vr(t)dt — sin 6 / v (t)dt
—To/2

AB) = —cos@/

—Tv/2

as an expression to be minimized by the choice of 0. The derivative of A(f) with
respect to 8, when set equal to zero, gives

To/2 To/2
sin 6 / VR(t)dt — cos b / vi(t)dt =0,
—To/2 —To/2
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T/2
> x
-T/2
cos S
Y | Local 1an-1u L >0
Oscillator > ()
T/2
-T/2

—»
CcOos
_ Local
Oscillator
sin

Figure 8.2. Estimating the phase of a known pulse.

and the estimate of @ is the solution of this equation:
To/2
_% o vr(n)dt

To/2
T vr()dr

5: tan~!

Figure 8.1 shows a block diagram of this maximum-likelihood estimator of phase.

There is nothing in this analysis that requires the waveform c(#) to have a constant
amplitude, or even a constant phase. The more general case is described by the following
theorem, and illustrated in Figure 8.2.

Theorem 8.2.1 Suppose that a received signal at complex baseband is
(1) = s)e” + ng(0) + jny (1)

where ng(t) and n;(t) are independent, gaussian, white noise processes, and s(t) is a
finite energy pulse, possibly complex. The maximum-likelihood estimator of 0 is

5 ] [ Isr(vr (1) — sp(t)vg(t)]dt
[ [sr@vR(D) + sp(Wvp(d)dr |
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Proof As in the development prior to the statement of the theorem, we can formulate
the likelihood statistic as

o0 0

A6) = — cos@/ [sr(t)vr(t) + sy (t)vy(¢)]dt — sin O / [sr(H)vr(t) — sp(H)vg(r)]dr.
— 00 —00

Maximizing this over 6 completes the proof of the theorem. ]

The estimated phase angle 0, given by Theorem 8.2.1, is simply the phase angle of
the output of the matched filter s*(—¢) at = 0. A block diagram for this estimator is
shown in Figure 8.2.

Now that we know the maximum-likelihood estimator of the phase of an otherwise
known pulse, we need to determine the accuracy of the phase estimate by finding the
variance of the phase error. This can be difficult to analyze for low values of E,/Ny.
When the signal-to-noise ratio is high, however, the error can be found by a linearized
analysis of the output of the matched filter, as in the following theorem.

Theorem 8.2.2 Asymptotically, for high signal-to-noise ratio, the maximum-
likelihood estimator of the received phase of a known pulse s(t) of energy E, in white
gaussian noise has a phase error variance (in radians) satisfying

(72_ !
¢ 7 2E,/Ny’

Proof The condition for the estimate & as given in Theorem 8.2.1 can be written as
sin guR — cosgul =0
where

UR +jur :/ [VR(®) + jur (D1[sr(t) + js; (D]*dt.

—00

Then, because
() = s’ + n(r),

this reduces to

o o
ug + juy = e° / ls(t)|2dt + / n(r)s*(1)dt.
o0

—0oQ

For high signal-to-noise ratio, the error in the estimate 0 may be expressed by
considering the first-order infinitesimals satisfying

65(005 /Q\MR + sin §u1) = —sin é\duR ~+ cos é\dm
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where all terms but the infinitesimals are to be evaluated at their undisturbed values.

Therefore
8§Ep = —sin6 /Oo [sr(t)ng(t) + s;(t)n;(t)]dt — cos /Oo [s;i(Ongr(t) — sp(t)n;()]dt

=— f [sr(O)ng(r) + s;(t)n; (1)]dt

-0
where
np(t) = ng(t) sin@ — ny(r) cos 6

ny (1) = ng(t) cos & + ny(r) sin 6.

By the properties of circular complex gaussian random processes, these are also inde-
pendent, gaussian, random processes, each with power density spectrum Ny/2. Take
the expected value of the square of §6 ), to obtain

Ejo; = / - / - [SR(t)sR(t’)%S(t— t) —I—sﬂt)s;(t’)%é(t — t’)] drdt’
-2 / [2() + $2(0)1de

from which the theorem follows. [ |

A similar analysis can be used if the gaussian noise is not white. In that case the
asymptotic expression for the phase variance becomes

0 |19 2 -
ol U ISC) df}
—0o N(P)
The denominator inside the integral arises due to a whitening filter 1 /N (f) that becomes
part of the matched filter.

1

8.3

Recursive phase estimation

As a practical matter when the communication waveform has a very long duration,
the carrier phase angle 6 is actually a slowly-varying function of time, (). One then
wants to replace the block structure for estimating a constant phase 6 with a recursive
structure for estimating a time-varying phase 6(¢). A way to do this for a received
sinusoid in noise, given by

v(t) = cosufot + 6(¢)) + n(t),
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Figure 8.3. Estimating a varying phase of a sinusoid.
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Figure 8.4. Estimating a varying phase of a known waveform.

is shown in Figure 8.3. Now, the integration of Figure 8.1 is replaced with a lowpass
filter, and the output of the estimator is a time-varying function g(t) that is an estimate
of the time-varying phase angle 6 (¢). Figure 8.4 shows an estimator of a varying phase
on a more general complex waveform v(¢), for which presumably the individual data
symbols have a short duration in comparison to the fluctuations of 6(z).

There is an alternative to the use of the lowpass filters shown in Figures 8.3 and
8.4. This is the phase-locked loop, which is often used in applications because it forms
cos @ and sin @ rather than 6. We shall study this loop initially for a pure sinusoidal
carrier received in noise. Later, in Sections 8.5 and 8.6, we shall extend the discussion
to phase locking of the carrier in the presence of modulation.

Suppose that a sinusoid of an unknown slowly-varying phase angle 6(t) is received
in the presence of additive passband noise

v(t) = cos(2rfot + 6(t)) + nr(t) cos 2w fot — ny(t) sin 2 fot

where ng(t) and ny(t) are independent, identically distributed noise processes. The
amplitude of the signal has been set to one rather than A. Accordingly, we regard the
received signal to be normalized in which case, the noise signal is divided by A and the
noise variance is No/2A2. The carrier phase will be recovered from v(¢) by generating
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a noise-free local carrier
q(t) = sinQufot + (1))

where é\(t) is nearly equal to 6(¢). This local carrier is generated by a device called a
controlled local oscillator, abbreviated CLO," which is a device with input e(t), with
at least one output given by

13
q(t) = sin (anot +/ e(t)dt)
0

and possibly a second output in phase quadrature given by

t
q'(1) = cos <27Tf0l+ / e(t)dt).
0

In many applications, in which the second of the two outputs is not needed, it is
suppressed.

A phase-locked loop is a feedback loop containing a controlled local oscillator that is
used to estimate phase angle. The phase-locked loop controls the controlled oscillator
so that the oscillator’s output provides the desired sinusoid for the local replica of
the carrier. The simplest form of the phase-locked loop is shown in Figure 8.5. Many
variations of this basic loop are in use.

When the gain parameter K shown in Figure 8.5 is a constant, the loop is called a
first-order phase-locked loop. In practical applications, it is common for the constant
K to be replaced by a filter to create a more desirable loop transient response. We shall
study only the elementary first-order phase-locked loop.

A phase-locked loop is a nonlinear feedback loop driven by noise and described by
a nonlinear differential equation. The simple case of a first-order loop can be solved in

Pa;ﬁttﬁnd v(t) /x\

A=

r(t) e(t)

CLO <

Figure 8.5. A basic phase-locked loop.

I Often a controlled oscillator is called a voltage-controlled oscillator, abbreviated VCO.



260

Synchronization

closed form. The estimate is
Y 1
0@ = / e(t)dt.

0

The feedback signal is given by

1
e(t) =— qu(t)v(t)
=— %K sinufot + 0(1)) cosRrfot + 6(1))

— %Kq(t) [nR(?) cos 2 fot — ny(t) sin 27 fpt]

and (/9\(1) = e(t). The trigonometric product in the first term is expanded into a sum and
difference term, and the composite noise term is denoted n’(¢) to give

5(t) =—K sin(/@\(t) —0(1)) — K sin(4xfot + §(t) +0@) +n'(1).

The second term of this expression is at frequency 2fj and is easily rejected by a simple
lowpass filter within the loop, so that term is ignored in our analysis. The bandwidth
of that lowpass filter can be so large that it does not otherwise affect the loop behavior;
in fact, the phase-locked loop itself acts as a lowpass filter rejecting the unwanted term
at double frequency. Accordingly, this term will be ignored.

We now have the differential equation

8(t) + K sin(@(t) — (1)) = n'(¢)

where the noise n’(¢) here is related to the incoming channel noise as follows:

() = —%K[nR(t) cos 2t fot — ny(t) sin 2 fot] sin(2wfot + @\(t))

= —K[ng(t) sin0(¢) — ny (t) cos 0(1)].

If the channel noise is gaussian, then so is 7' (¢) and the noise variances are related by
the factor K2. Because é\(t) varies in time very slowly in comparison to ng(¢) and nj (t),
n'(t) can be considered to be white noise with power density spectrum related to that
of the channel noise n(¢) by N'(f) = K2N0/2 ifA=1,or KZNO/ZA2 in general.

In the absence of noise, the loop behavior is described by the solution of the first-order
differential equation

v+ Ksiny =0



261

8.3 Recursive phase estimation

where 6, = 0 — 0 is the phase error. It is now easy to find that

0.(t 0
an 62( ) — tan -2 oKt

2

is the transient solution to the differential equation.

In the steady state, 6,(¢) will consist of a fluctuating error signal called phase noise
whose variance depends on the noise n’(¢). We will calculate this error variance under
the assumption that sin (é\— 0) can be approximated by 6 — 6 in the steady state. In this
approximation, the differential equation is

0, + K6, = n'(1),

with the inhomogeneous solution
@]

0 = [ et~ 6)de
0

where the impulse-response function is (&) = e~ K § forg > 0.
The correlation function of the phase noise is

H%@@0+rﬂ=EA h@mh—éwsA hEW (@ + T — E)dE'

=/w/mé%%*wﬂﬂa—8#a+r—émm&’
0 0

2 00 o0
:K%/ /e*%%%u—@—m@%’
2 o Jo

if A = 1. The range of integration requires that both & and &’ are nonnegative, while t
can be negative or positive. If T is positive, then the impulse occurs at &’ = & + |7|. In

this case,
KNy [
EI6 (06 +7)] = — 0/ ¢ KE KT g
0
_ KNo ke,
4

If 7 is negative, then the impulse occurs at § = &’ + |z|. In this case

K?Ng [ , ,
E[6.(1)0.(t + 7)) = 20/ e KE TN —KE g7
0

_ KNo g
= 1 e



262

8.4

Synchronization

which is the same integral as before. In general, Ny should be replaced by No/A2. Thus,
the correlation function of the phase error is

Po,.0,(r) = E[0c(1)0.(t + T)]

442 '

The variance in the phase error is found by setting T = 0. Then

Kavel
_ 1
2Eeff/N0

where the effective energy E.; is set to 242/K so that this equation can be compared
to the variance of the optimal estimator of phase of a finite-energy pulse, which was
given as

0'2 = 1
¢ 7 2E,/No

in Theorem 8.2.2. To decrease the phase-noise variance, the constant K should be made
smaller, but this means that time variations in 6 (¢) are not tracked as closely.

Estimation of delay

Next, we turn to synchronization of the sampling interval. The estimation of a time
delay « in a received waveform is very similar to the estimation of phase offset 6. We
will structure the development to underscore this parallel: first by finding an estimator
for a known pulse, then giving a recursive structure for tracking a time-varying time
delay a(1).

The estimation of the pulse arrival time is based on a received signal of the form

v(t) = st —a) + n(r)

where 5(7) is a known pulse, possibly complex, with finite energy E,, and n(z) is sta-
tionary gaussian noise, possibly complex, whose correlation function ¢ (t) and power
density spectrum N (f) (per component) are known. The estimation problem is to
determine the unknown delay o from v(¢). We will develop the maximum-likelihood
estimator of «.
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Theorem 8.4.1 Suppose that a received signal at complex baseband is
v(t) = st — o) + nr(t) + jni (1)

where ng(t) and n;(t) are independent, identically distributed, white gaussian-noise
processes, and s(t) is a known differentiable finite energy pulse, possibly complex. The
maximum-likelihood estimator of the unknown « is a value of « satisfying

Re [ / - Mv*(t)dt] =0.
oo da

Proof The log-likelihood function in additive gaussian noise can be written as the
distance

Al) = —/oo lo(t) — s(t — a)|*dt

o

= —2/ [vr(®)sr(t — &) + vy (t)s;(t — a)]dt + constant
—0o0

where the constant does not depend on «. The maximum-likelihood estimate occurs

where the derivative with respect to o equals zero, which is equivalent to the statement

of the theorem. [ ]

To calculate the variance of the estimate, which is given next, we will assume that the
signal-to-noise ratio is large enough so that the noise causes only a small perturbation
in A(«), which can be analyzed by treating only the dominant term in a Taylor series
expansion. Because @ is the point at which A’(«) = 0, we will write up to first-order
terms

Ba)A" (@) = 8N (@)

and
»  EBA @)
O’a —_— —2.
[A" ()]
Proposition 8.4.2 Asymptotically, for high signal-to-noise ratio, the variance of the

maximum-likelihood estimator of the arrival time of a known pulse s(t) of energy E,
in white gaussian noise is

O’2 = 1
C @n)2f2QE,/No)

where

7 [ FHS(H)1df
2 1S(H1Pdf
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Proof For a high signal-to-noise ratio, the condition of Theorem 8.4.1 may be used
to form an equation involving first-order infinitesimals

© d2s(t — o) . Xdst—a)
Re |:/OO T((S(X)’U (l)dt— foo TM} ([)dt] =

Replace the infinitesimal §v*(¢) by n(f) and v*(¢) by its expectation s*(z), leaving

* d%s(t—a) , ® ds(t —a)
Re |:(SCU /;oo TS (f)d[— /;oo Tl’l (t)dt:| =

Using Parseval’s inequality on the first term and squaring leads to

00 2 00 _ _ 2
(5a>2[f I27U‘S(f)|2df] =U [wm(rwwmm}d:}.

The expectation of this equation gives

o [ f_ Z |2nfS(f)I2dfT -2 /_ Z

Using Parseval’s formula on the right side gives

ds(t)|?

dt.
dt

00 2 N, 00
ol [ / N IZﬂﬁ(f)Izdf} = 70 / N 127fS (f)I2df .

and, because £, = ffooo NED) |2df, the theorem follows. [ |

More generally, when the gaussian noise is not white, the expression for the
asymptotic error variance is replaced by

N
[(2 ) / Peliivln ISCHI ]
N(f)
The appearance of N(f) in the denominator can be thought of as a whitening filter
1/N(f) applied to s(z).

As a practical matter, the time delay will be a slowly varying function of time, o (¢),
throughout the duration of a long waveform c(¢). One wishes to replace the block
structure for estimating constant delay with an iterative structure for estimating the
time-varying delay « (). This can be accomplished for a sequence of pulses by using

the delay-locked loop, shown in Figure 8.6, in which the error signal is used to drive
the controlled clock.
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Figure 8.6. A basic delay-locked loop.

A delay-locked loop is a discrete-time version of the phase-locked loop. The purpose
of a delay-locked loop is to adjust the time reference of a controlled clock. This is a
version of a controlled oscillator whose output is a sequence of timing impulses rather
than a sinusoidal signal. Whereas a phase-locked loop slews the phase of a controlled
oscillator continuously based on the phase error signal, a delay-locked loop increments
the reference time of a controlled clock based on the timing error signal. The delay-
locked loop of Figure 8.6 obtains its error signal by sampling the output of the matched
filter at each side of the presumed peak, called the early-gate sample and the late-gate
sample, and computing the difference. The difference gives an approximation to the
derivative, and provides the error signal. The error signal is multiplied by a loop gain
constant (not shown) and adjusts the controlled clock. The trade between response time
and noise sensitivity is determined by choice of loop gain constant.

8.5

Carrier synchronization

The phase-locked loop studied in Section 8.3 is used to acquire the phase of a pure
sinusoid. However, a pure sinusoid conveys no information. It is usually necessary
to apply the phase-locked loop in more complicated situations in which the received
signal contains modulation. We shall study the phase-locked loop embedded into larger
structures containing more of the receiver functions.

A large variety of techniques can be employed to recover the carrier phase of a
data-modulated waveform. We shall first discuss methods that devote a portion of the
transmitted energy to a data-free segment of the waveform. This method imposes an
energy overhead on the system and so reduces the overall E, /Ny of the system. The
overhead may not be acceptable in a high-performance system. We shall also study
techniques that recover the carrier phase from a fully modulated waveform. In general,
the more sophisticated the waveform modulation, the more difficult it is to extract the
carrier phase.
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Figure 8.8. Locking to a displaced carrier.

The simplest method of carrier phase recovery is to periodically interrupt the modu-
lation to transmit an unmodulated segment of the sinusoidal carrier. Figure 8.7 shows a
periodic segment of the clear sinusoid interspersed with the fully modulated waveform.
The clear carrier segment is used to lock a time-sampled phase-locked loop by using
the sampled phase error as a feedback to a controlled local oscillator. The output of
the loop’s local oscillator provides a continuous local replica of the carrier with proper
phase and frequency.

Alternatively, the clear carrier might be transmitted as a pilot signal by a frequency
side tone, say a sine wave whose frequency is an integer multiple of the carrier fre-
quency. Figure 8.8 shows how a side tone of frequency 2fy can be used to drive a
phase-locked loop at frequency fj.

Ineither of these methods, the clear carrier contains transmitted power but no message
bits. The power in the pilot signal divided by the bit rate is the energy overhead per data
bit. The power in the side tone increases the required £, /Ny because, in calculating Ep,
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the fraction of the total power devoted to the side tone must be apportioned among the
data bits.

More general methods of carrier phase recovery will recover the phase of a fully
modulated waveform directly from the waveform. Then one should use the maximum-
likelihood principle to simultaneously estimate both the data and the phase. This
process, however, is usually far too complicated to use for a practical application.
Somehow one must decouple the task of phase estimation from the task of data demod-
ulation. We shall study a suboptimal technique based on the so-called generalized
likelihood function, in which the data is regarded as a random nuisance parameter
in the likelihood function for the phase, and averaged out. This is justified primarily
by pragmatism, not by a deeper theory. Thus, the method of averaging out nuisance
parameters gives a tainted — but not discredited — form of the maximum-likelihood
principle.

The starting point for forming the generalized likelihood function lies in the fact that
if a measurement, x, is governed by the probability density function pg(x|6) with prob-
ability % and is governed by the probability density function p;(x|@) with probability
%, then its unconditional probability density function is

p(x) = $po(x|0) + 1p1(x]0).

This statement says that the likelihood functions (rather than the log-likelihood func-

A

tions) are to be averaged. Therefore the expected likelihood function ¢” can be related

to the conditional log-likelihood functions Ao and A by

Thus, rather than maximize the log-likelihood function, we maximize the log of the
expected likelihood function.

Let us first see what this principle tells us about acquiring the phase of a single bit
of a BPSK waveform. When the single bit of a BPSK waveform is a one, the received
signal is

v(r) = As(t)e!? + ng(t) + jn; (1),
and the log-likelihood function is
1 o0 )
Ao(d) = —— / lu(t) — As(t)e’® |2 dt.
N 0J—-0
When the single bit is a zero, then the received signal is

v(r) = —As(t)e? + ng(t) + jn; (1)
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and the log-likelihood function is
1 [ .
A1(0) = ——f (1) + As(H)e’® |dt.
No J -

The expected likelihood function is

N0 — %er(Q) 4 %61\1(9).

Expand the squares in the exponents and collect the terms that do not depend on 6 into
a constant C. This gives

AO _ o [ CAINORE[[%2, v*seldr] | ,—CA/NoRe[ [, v*(,)s(z)ejedz]]

= Ccosh | (24/Ng)Re [ / - v*(t)s(t)ejedtﬂ
= Ccosh | (2A/Nyp) [cos@ /00 vr(®)s(@®)dt + sin 6 /OO UI(t)s(t)dt:H
_ Ceosh [ 1ug(0) cos O + u; (0) sin9:| .

No/2A

Therefore, the (generalized) maximum-likelihood estimate is

~ ug(0) cos 0 + uy(0) sin 6
0 = argmax, log cosh .

No/2A

To maximize the quantity cosh[Re[ze/?]] where z is any complex number, we can
choose the estimate 6 equal to the negative of the angle of z. However, because the
hyperbolic cosine is an even function, there will be another maximum at 0 + 180°. We
say that there is a 180° phase ambiguity in acquiring the phase of BPSK. Because of
this ambiguity, a single bit cannot be demodulated if phase is not known.

We shall now derive a more general procedure for estimating the phase from the entire
BPSK waveform of finite length. For a randomly modulated BPSK waveform with n
data bits, and with no intersymbol interference, the probability of output sequence v is

n—1

p(l6) = [ [1rotvel6) + Sp1welo)].
=0

Theorem 8.5.1 The log-likelihood function for an unknown phase 6 in a randomly
modulated BPSK waveform of blocklength n with no intersymbol interference is

n .
LT 0 LT 0
A@) = Z log cosh ur(T)cos® + u; (£LT) sin
= No/2A
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where

ur(t) = f R(E)s(E — 1)dE

and

ur () = / o (E)s(E — 1dE

are the components of the matched-filter output.

Proof The BPSK data block of blocklength nis a = (ao, .. .,a,—1), where a; = £A.
Each block occurs with probability 27". The log-likelihood function is

2

n—1
v(t) — e/’ Zags(t —¢T)| dt.
=0

1 oo
A(@,a) = —]70/
—00

When the square inside the integral is opened, there will be a term in |v(¢)|? that does
not depend on 6, and a double sum on k that also does not depend on 6. Because there
is no intersymbol interference and a% is independent of the data, the latter term will
not depend on the data either. By collecting terms that do not depend on 6 or a into a
constant, we have the log-likelihood function

n—1

2 .
AG.@) = - 3 Re [agu(ﬁT)e_]e] +logC
£=0

where u(£T) is the £th sample of the matched-filter output. Therefore

n—1

EA(QJI) =C 1_[ e—(Z/No)Re[agu(eT)e_/e].
£=0

Now average over all data vectors a, each of which occurs with probability 27". Thus

-1
15 —jo
A@O) _ - —(2/No)Rela,u(€T)e Y]
MO =€ Y o [T e e
a =0

n—1
1 —j6 1 —j6
_ o TT | Loeamorenueney 1 —oanpreiuene=)
[1 [2 +5

=0

n—1 i
B Re[u(€T)e ]
= Cﬂ)cosh |:—N0/2A ] ,

and the theorem follows. [ |
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Because the hyperbolic cosine is an even function, itis clear that if 6 maximizes A (9),
then & + 180° does also. Thus BPSK has a 180° phase ambiguity even when the phase
is recovered from an entire waveform. This was obvious at the outset because changing
phase by 180° affects the waveform in the same way as replacing the datastream by its
complement.

To maximize the log-likelihood statistic A(0), we differentiate A () in The-
orem 8.5.1 with respect to 6 and drive the derivative to zero. The value of 6
satisfying

i |:—uR(£T) sin@ + u; (€T) cos 0] canh |:uR(€T) cosf + uy(£T) sin 9] _0
P No/2A No/2A ’
is the output 6 of the block estimator.

For a single pulse at time £7', n = 1, and the equation is satisfied when either of the
two bracketed terms is equal to zero. Of these two, we choose the solution that gives
the maximum. But the maximum cannot occur when the argument of the hyperbolic
tangent equals zero because cosh x has a minimum at x = 0. Hence the maximum
occurs when

ur({T)sin6® — u; (£T)cosf = 0.

This leads to the maximum-likelihood estimate

o~ _ L[[
6 = tan 1—,
UR

as was also the case for an unmodulated carrier.

8.6

Recursive carrier synchronization

The derivative of the log-likelihood function given in Theorem 8.5.1 tells how the
matched-filter samples should be weighted, combined, and set equal to zero to find the
maximum. Because this implicit equation cannot be solved explicitly, one can use a
recursive procedure on the entire block to find the solution, which we write as

6y = 6, 1 K 2": [—uR(eT) sin 6, + u; (€T) cos 9,} i |:MR(ET) cos 0 + uy (¢T) sin 9,]
ni No/2A No/2A

where K is a constant that can be chosen to control convergence. This expression, as

written, requires all n samples to be collected before the iterations can begin. Moreover,

all terms of the equation must be updated every iteration.
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To make the estimator into a recursive estimator, the update increment AB is made
proportional to the summand at each sampling instant. If A6 is small at each bit time,
the incremental phase update can be approximated as the differential equation

do
dt

~ —~ ¢ ’9‘ f) si é\
= —K[ug(t) sin® — u;(¢) cos 0] tanh u(t) cos 6 + uy (1) sin
No/2A
/ 24 ,
= Kuj (¢) tanh (—uR(t))
No

where K is a constant that controls the rate of the convergence, and

wp(LT) = ug(€T) cos b + uy (£T) sin 6
) (T) = —ug(€T) sin 6 + uy (£T) cos b,

This equation suggests a recursive phase estimator at complex baseband, which
can be reformulated at an intermediate frequency to obtain the estimator shown in
Figure 8.9. The double-loop structure is composed of two matched filters implemented
at passband with inputs that are in phase quadrature. The sampled outputs (of the
amplitude modulation) of the two passband matched filters are exactly the two terms
uy and u; that are required. The product of u; and the hyperbolic tangent of uj, provides
the feedback signal to the controlled local oscillator to drive the loop. This means that
if the input to a controlled oscillator is held constant, the output frequency is changed
by an amount proportional to this constant.

The feedback circuit of Figure 8.9 can be simplified by approximating the hyperbolic
tangent in either of two ways. Each approximation results in a different popular version

Sample
_,( X )—> s(—t)cos 27f,t at
Time (T
tanh |2~ ()
cos 2m(fy—fi)t Ny
v(t)
—® CLO X
sin 27 (fy—f;)t
Sample

_.@—> s(=t)sin2af,t at
Time (T

Figure 8.9. A recursive phase estimator for a BPSK waveform.
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cos 2m(fy—fi)t
ﬂ‘ CLO <X>
A

sin 2m(fy—1f;)t
Sample
4@—> s(-t)sin2wf;t at
Time (T

Figure 8.10. The Costas loop.

of the estimator. An estimator based on the approximation,
tanh x ~ x,

shown in Figure 8.10, is most appropriate at low signal-to-noise ratios. This estimator,
called a Costas loop, is used for estimating phase not only of a BPSK waveform but
also of a variety of other amplitude-modulated carriers, even in situations where it is
not an approximation to the maximum-likelihood phase estimator. In one application
of the Costas loop, c(?) is an arbitrary pulse-amplitude-modulated waveform received
in noise, and no time reference is available for sampling the matched-filter output.
Therefore a weaker form of the Costas loop is used. The loop may be driven by the raw
received signal lightly filtered, without full benefit of a matched filter. By using both
sine and cosine outputs of the controlled local oscillator as reference signals to mix
with the received passband signal v(r), noisy versions of both c(z) cos[® — 6’(¢)] and
c(t) sin[ — 0’ (¢)] are formed. Taking the product of the two terms gives c()?sin2(0 —
0’ (t)). This provides the error signal for locking the loop, which is independent of the
sign of ¢(¢). If desired, a hardlimiter (defined in Section 11.8) may be inserted in the
loop to remove the amplitude fluctuations that occur in c(r)?.

The loop now is mathematically equivalent to the estimator shown in Figure 8.11,
which is based on the square of the passband signal. An advantage of this form of the
estimator is that the opportunity is more apparent for incorporating additional filtering
or integration into the phase-locked loop to enhance the loop response.

An alternative estimator based on the hardlimiter approximation

by | 1 ifE>0
“1-1 ifx<o,
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Figure 8.11. Phase-locking to a squared signal.
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Figure 8.12. A decision-directed phase estimator.

as shown in Figure 8.12, is most appropriate at high signal-to-noise ratios. Notice that
the nonlinearity can be viewed as a threshold that is demodulating the BPSK datastream
to form %-1. The multiplication by +1 can be viewed as an inversion of those negative
pulses in the waveform corresponding to —As(#). For this reason, this form of the

estimator is called a decision-directed phase estimator.

In a data-directed phase estimator, the estimated data samples ay are used to strip
the modulation from the modulated carrier. From the demodulated output, a copy of
the estimated data, called a local replica sequence, and synchronous with the received
signal, is generated in the receiver. This replica multiplies the received signal, as shown

in Figure 8.12. After multiplication, the signal is

W' (€T) = apu(£T) sin @

= a% sin 6 + ny,

e(t)

Demodulated
Output
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which always has a positive modulation A> multiplying sin 6. The modulation has now
been stripped from the carrier signal, and the signal is suitable for phase locking.

With this procedure, because a regenerated modulation signal is needed, the phase
can be locked only if the demodulator is operating properly, and the demodulator will
operate properly only if the phase is locked. Thus the system can be used with confidence
only to maintain an already established phase lock, or possibly to improve a crude phase
lock. Occasional erroneous data estimates will be made by the demodulator. When this
happens, the phase-locked loop will be driven with a spurious input, but the loop time
constant is usually quite large compared to a bit duration, so these spurious inputs
will be inconsequential. For initialization, the datastream may be preceded by a fixed
preamble, called a training sequence, which is known to the receiver and so simplifies
the problem of initial phase acquisition.

More generally, a receiver must acquire and lock the phase of a signal that has both
in-phase and quadrature modulation. The simplest such example of a QAM waveform is
QPSK. An estimator for the phase of a QPSK waveform can be found by the maximum-
likelihood principle.

Theorem 8.6.1 A log-likelihood function for an unknown phase in a randomly
modulated QPSK waveform of blocklength n, with no intersymbol interference, is

n . )
T T T)sin @ — u; (LT
A(9):Z log cosh ur(ET) cos 6 + uy (€ )smg—i-logcosh ug(ET) sin — uy (¢7) cos )

=1

Proof We will carry through the steps of the proof for n = 1. Because there is no
intersymbol interference, it is clear that the solution for general n is a sum of such
terms.

There are now four log-likelihood functions corresponding to the four QPSK points.
They are

1 [ .
Ao®) =~ f () + (—1 — HAs(e” 2di

1 [ .
Ap1(0) = —170/ lu(t) + (1 — j)As(t)e’?|2dt

1 (> .
Ao(0) = —]70/ lo(t) + (1 + j)As(r)e’® |?dt

A (0) = _1%0/ [o(t) + (=1 + )As(r)e! |2 dtr.
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Consequently,

eNO) — %ero(G) + %eAO'(G) + AlLeAlo(Q) + ‘l‘eAn(9),

which can be reduced to

oAO _ ¢ cosh ug(0) cos 6 + uy(0) sin cosh ur(0) sin @ — u;(0) cos 6 ‘
No/2A No/2A

For a train of QPSK pulses, indexed by ¢, this becomes the equation in the theorem,
with A (6) redefined to suppress the constant C. |

The derivative of A(0) is

dA © [ —ug(€T) sin 0 + ug(£T) cos O ur(€T)cosO + uy(£T) sin 6
— = Z tanh
do Pt No/2A No/2A

ur(£T)cosO + u;(£LT) sin 6 canh ur({T)sin6® — u;(LT) cos O
an )
No/2A No/2A

which leads to a recursive feedback estimator for 8, as shown in Figure 8.13. As for
BPSK, each hyperbolic tangent can be approximated, either by its argument to obtain
a circuit known as an extended Costas loop, or by a hardlimiter to obtain a decision-
directed phase estimator. The extended Costas loop can be manipulated into the form
of a phase-locked loop on the fourth power of the received signal.

Time (T

Sample 5
—>@—> s(—t)cos 2t —> at T tanh [ﬁ (*)]
o

cos 2m(fy—fi)t

— CLO

sin 2m(fy—f;)t

Sample

V
_@—> s(-t)sin2aft|—|  at tanh [% (*)]
Time (T 0

Figure 8.13. A sequential phase estimator for a QPSK waveform.
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Symbol synchronization

The task of time synchronization is divided into symbol synchronization (studied in this
section) and block synchronization (studied in the next section). The task of symbol
synchronization is to synchronize the local clock to the incoming datastream so that each
incoming symbol can be detected at the proper time. Symbol synchronization will not
necessarily provide block synchronization or frame synchronization. This is because
there can be ambiguities in a frame synchronization. An analogy can be seen in setting
the second hand of a clock. Even though the second hand is set precisely, the minute and
hour may be completely unknown. Similarly, a receiver may learn to sample precisely
at the center of each data symbol, and yet not know the index of that symbol within
a block. Usually, the method of block synchronization will be completely separate
from the method of symbol synchronization. Symbol synchronization is more closely
related to carrier recovery than it is to block synchronization. Just as carrier recovery
techniques are built around the idea of a phase-locked loop, so symbol synchronization
is built around the idea of a delay-locked loop.

Symbol synchronization works directly from the modulated datastream corrupted
by noise as it is seen by the receiver. One method of synchronization is to extract a
harmonic of the symbol frequency from the received signal. Then a local symbol clock
can be synchronized by methods that are very similar to the phase-locked loops used to
recover the carrier phase. If necessary, a start-up procedure, such as one that uses a slow
search, can be used for initialization. Synchronization is then maintained by locking a
feedback loop to a clock signal that is extracted from the modulated waveform.

We shall develop the techniques for symbol time synchronization more formally
by starting from the maximum-likelihood principle. The log-likelihood function for a
single bit of a BPSK waveform with unknown delay « is either

] oo
Aoar) = —]70/ R (D) + As(t — o) [*dt

or
1 00
Ara) = ——/ |oR (1) — As(t — a)|*d1,
No J -

depending on the value of the modulating bit. The following theorem gives a suboptimal
statistic for delay estimation from a block of data that is obtained by treating data as
a random nuisance parameter and averaging over all data. Consequently, the average
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log-likelihood statistic is given by

A = Leho@ | Lohi@

[ZA o
= Ccosh —/ vR(€)s(€E — a)d$:| .
Ny o0

The constant C does not depend on «, and can be suppressed by redefining A («).
Therefore, the log-likelihood statistic is

2A
A (o) = log cosh |:—uR(a)]
No

where ug (o) is the real component of the matched filter output sampled at time c.

Theorem 8.7.1 A log-likelihood statistic for an unknown delay in a randomly
modulated BPSK waveform of blocklength n is

- 24
A(@) =) logcosh [N—OMR(ET + a)]
=1

where

ur(t) = [ oR(E)s(E — D)dE.

Proof For a single pulse, we have seen that
24

A(a) = logcosh | —ug(a) | .
No

For a train of BPSK pulses, the log-likelihood function becomes the sum
& 24 [
Ala) = Zlog cosh [—/ vRr(E +£T)s(&E — a)dé] ,
=1 No J -0

and the theorem follows. [ |

The log-likelihood function is to be maximized by the choice of «. The maximum
over « occurs where the derivative with respect to « is zero. The derivative of A (),
set equal to zero, gives

" 2A dug(CT + a) ur(€T + o)
Z — tanh =
Ny da No/2A

=1



278

Synchronization

This implicit equation in o must be solved by computing the left side for sufficiently
many « to find the value of « that solves the equation.

Alternatively, one can work directly with the derivative to develop a sequential
estimator. To solve this implicit equation for «, one can use an iterative procedure. A
delay tracker is a delay-locked loop consisting of an iterative procedure that drives the
term on the right side to zero by processing one term of the sum at a time. To form the
iteration, write the feedback equation

Aw(lT) = K [duR(ET + ) canh up (€T + oz):|
do No/2A

If a large value of K is chosen for the feedback signal adjusting «, then the likelihood
statistic A(«a) would quickly be driven to its maximum provided there is no noise.
However by choosing a large value of K, the loop will be sensitive to noise. By choosing
a small value of K, the expected response is slowed, and the loop is less sensitive to
noise. If the delay is a time-varying function, «(¢), then K should be selected to best
compromise between the loop’s ability to track o (¢), and the loop’s sensitivity to noise.

A feedback implementation based on this condition is shown in Figure 8.14. The
matched-filter output is sampled on each side of the presumed peak. The difference in
these samples approximates the derivative and provides the error signal that drives the
controlled clock.

A baseband implementation of the feedback equation is shown in Figure 8.15. A
passband implementation suggested by this equation is shown in Figure 8.16. The
derivative of the matched-filter output is obtained directly by passing the received
signal through a filter equal to the derivative of the matched filter §(—1).

Just as in the case of phase synchronization, the hyperbolic tangent can be
approximated in either of two ways. For large signal-to-noise-ratios, the approximation

tanh x ~ sgn x

may be considered appropriate. Because a BPSK demodulator can be written as the
function sgn x, this approximation can be interpreted as replacing the nonlinearity

Sample
Sp(=t) at
‘l Time (T +¢
v(t) Local () Controlled *
— log cosh 4_<+
’ Oscillator g Ny /2 Clock >_
Sample
s/(=t) at
Time (T —¢

Figure 8.14. A sequential delay estimator for a BPSK waveform.
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Figure 8.15. Another sequential delay estimator for a BPSK waveform.
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Figure 8.16. A sequential delay estimator at passband for a BPSK waveform.

shown in Figure 8.15 by a BPSK demodulator, thereby leading to a decision-directed
delay estimation. Each BPSK data bit is estimated and then is used to invert or not
invert the feedback signal according to the value of the data bit.

For small signal-to-noise ratios, the approximation of tanh x by x may be considered
appropriate. This approximation is equivalent to replacing the feedback equation by

da dur(UT + @)
— =K | ——up(lT
dr [ do RET+a)
2
_ leuR(t) .
2 dt
=T+«

This approximation leads to the square-law delay estimator, which is given by

n—1
o = argmax, Z uIQQ(ZT + o).
=0
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Figure 8.17. An equivalent delay tracker.

This expression tells us to divide the time axis into segments of length 7', to align such
segments of ug(#) and add their squares, and then to find the arg maximum of this sum
as the estimate of «.

An equivalent delay tracker based on the square-law delay estimator is shown in
Figure 8.17. The square-law delay tracker of Figure 8.17 is only an approximation,
at small signal-to-noise ratios, to the maximum-likelihood tracker formed from the
generalized maximum-likelihood principle. We shall analyze variations of it in some
detail.

Because the data was treated as a random nuisance parameter in deriving the esti-
mator — rather than as an additional set of parameters to be estimated — the estimator is
not a true maximume-likelihood estimator. It is not optimal with respect to the data, and
a data-dependent timing jitter will contaminate the delay estimate. We shall see that
the timing jitter can be improved by additional prefiltering. This example illustrates
that the generalized maximum-likelihood principle, though a valuable tool, does not
always optimize with respect to the most important criteria.

The next task is to calculate the accuracy of the delay tracker both in the presence
of noise and in the absence of noise. We shall study the timing jitter for the received
BPSK waveform, given by

(o¢]

v(t) = Z aps(t — T — &) + n(t).

{=—00

The output of the matched filter s(—7) is

o0

u(t) = Z arr(t — €T — ) + 1’ (1).

{=—00

The output r(¢) of the matched filter might be a Nyquist pulse to suit the needs of the
data modulator, but the square-law delay tracker will see data-dependent timing jitter
in the samples of the derivative of u?(¢). This defect in the synchronization process can
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i a,s(t—(T) io: a,r(t—(T)
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Figure 8.18. A simplified model of a delay tracker.

be seen by ignoring the noise term for the moment and writing
d , 1 = N\ dr(t — LT —a)
s ) = 3 Z apr(t — LT — @) Z L

{=—00 {=—00

Then, at the sample point t = £T + «, this becomes

1 > dr(t)
M D a dt
l=—00

d ,
—u(t
dtu()

=0T+« t='—0)T
which need not equal zero because only that term of the sum with £ = ¢’ is sure to have
its derivative equal to zero.

The tracker is shown in its simplest representation in Figure 8.18. The delay-locked
loop is depicted in Figure 8.18 simply as a narrow passband filter at frequency 1/7'.
The desired output of the filter is a sinusoid. Alternate zero crossings (or peaks) of
this desired sinusoid provide the data sample times. However, the output is not a pure
sinusoid. It has phase jitter due to the random data modulating the input. We shall be
concerned with this data-dependent phase jitter. The filter g() has been the matched
filter s(—t), but for the delay tracker, we can use a different filter in order to reduce
data-dependent timing jitter.

If the data symbols are independent and E[a%] = A, the expected value of the
squared output of filter g(7) is

El’ ()] =A> > r*(t— (T —a) + oy

{=—00

where for now, 7(¢) = g(t) * s(¢). By using the relationship r2(t) <> R(f) * R(—f) and
the Poisson sum formula, this can be expressed more conveniently in the frequency
domain as

2 X 00
B[’ (1)] = A7 > [/ R(f)R (; —f> df] e2mU=e)/T 4 52

f=—00 =V T
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2T
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Figure 8.19. Tllustrating the calculation of the tracking signal.

where now ¢ indexes translates on the frequency axis. The nature of the frequency
integral appearing here is illustrated in Figure 8.19. For many pulses of interest, R(f)
and its translate overlap only for £ = —1,0, 1. This means that only the terms in the
sum with £ = 0 or £1 are nonzero. Therefore

E[u*(1)] = Uy + Uigcos 2 (t — &) /T + Uy sin 27 (t — &) /T + o

where
A2 00
Uo="> / ROR(—f)df

and

U—A2 OOR R ! d
1—7/_00 ) <7—f> .

Indeed, for the case of a sinc pulse r(¢) with the first zero at 7', the integral is nonzero
only for £ = 0, and so E[u?(r)] is a constant. This can be seen more directly in the
time domain where u?(f) = A2. This means that, for sinc pulses, timing recovery is
impossible by this method.

It is only the overlap in Figure 8.19 that provides a signal to drive the delay tracker.
Consequently, there is no harm in filtering out, prior to the squarer, those regions of
R(f) that will not overlap.

The timing jitter is evaluated not from the expectation E[u(¢)] but from the actual
squared signal u*(¢). There will be no timing jitter if u?(7), in the absence of noise, is
purely a (amplitude-modulated) cosine wave at frequency 1/7. Thus we will choose
the filter g (¢) to suppress the sine component. Suppose that the filter g (¢) is now chosen
so that its output pulse, r(t) = g(t) * s(¢), has the form

r(t) = sin(2wt/2T)p(t)

for some pulse p(t). This filter output pulse r(¢) is an amplitude-modulated sinusoid
that can be formed from the transmitted pulse by an appropriate filter g(¢), as shown
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Figure 8.20. Spectrum of the filtered pulse.

in Figure 8.20. In any case, we have already seen that only the portion of the pulse
spectrum in the vicinity of frequency 1/2T is used by the tracker. The new filter g ()
will give the tracker signal a new shape that suppresses jitter. To see this, note that the
output, in the absence of noise, is

e.¢]

w(t) =Y agsinQu(t — £T)/2T)p(t — £T)

{=—00

=sinmt/T Y (kapp(t — €T).

{=—o00

The square of u(t),

00 2
uz(t):(l—cos2nt/T)|: > ia[p(t—ﬂ)} ,

l=—00

has a sinusoidal component at frequency 1/7 that is amplitude modulated but has no
phase modulation. Consequently, a time reference that is locked to this sinusoid will
be free of data-dependent timing jitter.

Figure 8.21 shows a demodulator for a BPSK waveform that uses two receiver filters:
one filter for data and the other filter, called the bandedge timing recovery filter, for
the timing loop. The demodulator is free of data-dependent jitter, but not free of noise
effects. By using a transmitted pulse such that the pulse out of the matched filter is a
Nyquist pulse, there is no intersymbol interference at the sampling instants. By using
a different filter g(¢) in the timing loop that is symmetric about the frequency 1/2T,
the time reference will predict the correct sampling instants without error caused by
the signal. Of course, there will be sampling time jitter due to additive gaussian noise,
which was not included in our analysis. The sensitivity to that noise can be made small
by making the loop bandwidth small.



284 Synchronization
|
Sample a
s(-t) at ——
Time (T
A
v(t) Controlled
Clock
A
d Sample
> g(t) = (x? a(*) > at
Time (T
Figure 8.21. Demodulation of BPSK with a jitter-free clock.
|
8.8  Block synchronization

The task of symbol synchronization is to establish the proper sampling instants in the
receiver. This task was studied in Section 8.7 and in this section, we regard symbol
synchronization to be perfect and turn to block synchronization. The task of block
synchronization is to establish a reference instant in time so that incoming symbols
can be assigned their proper indices within a data block or data frame. If symbols are
misframed, then subsequent operations will be incorrect and the entire communication
link will go down.

Block synchronization may employ a special binary sequence as a marker; or a special
pulse shape inserted periodically into the message waveform to mark the start of a new
data block, as shown in Figure 8.22; or it may employ a synchronization-correcting
code in which the data symbols are mapped into self-synchronizing codewords.

Abinary marker for block synchronization is a special binary sequence that is embed-
ded into the datastream to represent the start of a block, as shown in Figure 8.23. The
appearance of this sequence designates the start of a block. If the random data contains
this binary sequence, there may be a block synchronization error. In contrast, a pulse
for block synchronization is a special waveform element, as shown in Figure 8.24, that
is detected as a unit. A synchronization marker differs from a synchronization pulse in
that it is superficially indistinguishable from the data. The bits of a marker may be first
demodulated individually, then the bit sequence is recognized in the demodulated data.
A synchronization pulse, on the other hand, is detected as a unit. A synchronization
pulse may lead to a synchronization error only when the random data and the channel
noise combine to form areceived waveform segment that resembles the synchronization
pulse.

The distinction we are making between a synchronization marker and a synchroniza-
tion pulse is intended to underscore the variety of options from which one can choose
in designing a block synchronizer. There is not a sharp distinction between the two
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Figure 8.22. Embedding synchronization markers in the datastream.
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Figure 8.23. Use of a sync marker.
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Figure 8.24. Use of a sync pulse.

Data

concepts: the synchronization marker may be more suitable for a bandwidth-limited
communication system, while the synchronization pulse may be more suitable for a
power-limited communication system.

We define a block to have duration NT of which the first nT seconds contain the
synchronization pulse or marker. The block structure defined for synchronization need
not coincide with other block structures identified in the datastream for other purposes,
such as channel coding. We shall study only the task of initial block synchronization
using only a single block. However, the synchronization may be repeated every block,
and so the proper synchronization can be anticipated in subsequent blocks once it is
found. The block synchronizer then has the form of a delay-locked loop on the time
scale of a block. Isolated synchronization errors can be rejected if they are clearly
inconsistent with a synchronization reference propagated from earlier blocks.

The use of a special pulse for synchronization may lead to additional circuit com-
plexity because there will be one matched filter for the sync pulse and one matched
filter for each data pulse. Synchronization is easiest to analyze if the synchronization
pulse is chosen to be orthogonal to every data pulse. This will not be acceptable if
bandwidth is to be conserved, but might be attractive if bandwidth is plentiful, as for
M-ary orthogonal signaling.

Let s,,(¢) for m = 0,...,M — 1 be the data pulses used in the waveform. Let
the synchronization pulse b(¢) be a pulse of duration n7 and energy E; satisfying the



286

Synchronization

orthogonality condition
oo
/ b(t)sy (t —LT)dt =0
—00

for each of the data pulses s, (¢) that are used in the waveform, and for all £. This means
that, at the sampling instants, the output of a filter matched to b(¢) will have no output
due to the data pulses. The output of the sync-matched filter equals E; at every sync
sampling instant and is zero at all data sampling instants.

The maximum-likelihood procedure is to sample the sync matched-filter output at
each of the sampling instants, and then to choose the time at which the output is largest
to estimate the block synchronization. It may be cumbersome, however, to store and
sort the successive output values of the matched filter if the time interval between
sync pulses is very large. Nevertheless, in contrast to the suboptimal procedure to be
discussed next, there will always be a sync decision, and there is no fixed decision
threshold.

A simpler procedure is to examine one sampling instant at a time, ignoring other sam-
pling instants. Synchronization is declared each time the output of the sync matched
filter rises above a fixed threshold. The detection of a sync pulse in gaussian noise then
is similar to the task of demodulating an OOK pulse, except that the probability of a
sync pulse being present at any sampling instant is 1/N whereas the probability of a
pulse being present in a simple OOK waveform is 1/2. Furthermore, the probabilities
of error need not be equal. The threshold is set to compromise between the probability
of sync detection and the probability of false synchronization. Synchronization may fail
because of a missed sync pulse or because of a false sync detection. One or more false
sync detections, combined with the true sync detection, will mean that the synchroniza-
tion is ambiguous and unresolved. This is a synchronization default. Even worse, one
may miss the true sync pulse and detect a false sync pulse. This is a synchronization
error. At a higher level, it is possible to make inferences from a stream of such events
because synchronization detections are expected periodically with period nT.

For signaling in the bandwidth-limited region, one prefers to avoid a sync pulse
that is orthogonal to the data pulse because this requires additional bandwidth, and also
because it requires an additional matched filter. Instead, one may use a special sequence
of data bits for a synchronization marker. We shall investigate the use of a marker for
the case of a BPSK waveform with an encoded bit sequence

(bO, blsts LR ’bn—la d(),dl, LR st—l—n)

where by, . ..,b,_1 is the n-bit marker repeated at the beginning of each transmitted
block, and d, . . . ,dy—1—p, 1s the random data. In the absence of correct block synchro-
nization, the marker may be delayed by any number of bit positions in the received data
block. Possibly a beginning segment of the marker may appear at the end of one block
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Blocklength Maury—Styles Markers Turyn Markers

7 1011000 1011000

8 10111000

9 101110000

10 1101111000

11 10110111000 10110111000
12 110101100000

13 1110101100000 1111100110101
14 11100110100000 11111001100101
15 111011001010000 111110011010110
16 1110101110010000 1110111000010110
17 11110011010100000 11001111101010010
18 111100110101000000 111110100101110011
19 1111100110010100000 1111000111011101101
20 11101101111000100000 11111011100010110100
21 111011101001011000000 111111010001011000110
22 1111001101101010000000 1111111100011011001010

Figure 8.25. Some binary markers.

and the remaining segment of the marker will then appear at the beginning of the next
block. For this reason, we think of the N bits cyclically, and look for the n-bit marker
appearing cyclically within an unframed block.

Figure 8.25 gives examples of binary markers known as the Maury—Styles markers
and the Turyn markers. Those binary markers have been designed so that the Hamming
distance” between a marker and each of its translates is large; the Hamming distance is
computed only over the overlapping segment of the marker and its translate. The design
criterion is selected so that it is unlikely for a translate of the marker, possibly with
some error bits and filled out with random data bits, to cause a false synchronization.
When the marker is embedded in data, however, there may be a false sync.

One can detect a synchronization marker by working either with demodulated data
bits — called postdetected data — or by working directly with the received signal —
called predetected data. When working with postdetected data bits, one searches an
N-bit sequence for a known n-bit marker that can start on any of the N places. The
probability is 27" that a randomly chosen sequence of n data bits is the marker sequence.
This is the probability of a false synchronization at any sampling instant following n
random data bits. To find the probability of at least one false occurrence of the sync

2 The Hamming distance between two sequences of the same length is equal to the number of components in
which the two sequences differ.
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pattern in the block of N bits is a more difficult computation and depends on the specific
pattern in the sync marker.

When E}, /Ny is small, there will be bit errors in the detected data. Then the synchro-
nization marker may be missed altogether, or may be found in the wrong place. At low
Ej, /Ny, it is better to use a maximum-likelihood synchronization detector that has full
access to the predetection matched-filter outputs. The following theorem assumes that
the matched-filter outputs (prior to the detection threshold) are partitioned into blocks of
length N, with each block treated separately to find a cyclically shifted marker within it.

Theorem 8.8.1 In the absence of intersymbol interference, a sufficient statistic for the
detection of a sync marker in additive gaussian noise samples and cyclically embedded
in a block of random BPSK data is

n—1

No 2A
A) = Z ui+e)bi — > log, cosh N—Ou((i+g))
i=0

fort =0,...,N — 1, where u; is the output of the matched filter s*(—t) at time iT, and
((i + ©)) denotes (i + £) modulo n.

Proof It is sufficient to work with the output of the matched filter at the Nyquist
sampling instants. The transmitted block

(bO’ blsts LR abn—l’d()sdls s st—l—n),
is followed by the block
(b07 b17b2’ L] ,bnfl,d(/),di, L] sd]/\[flfn)'

The received block of matched-filter outputs is a vector random variable whose com-
ponents are independent, gaussian random variables of variance o2 and mean given
by the bit values. With a shift of ¢ places of the matched-filter samples, the probability
density function of the block is

—1 N-1
R 1 1 i b; 2 2 2 . d: 2 2 2
p(u|b,d,£) = | | e—(MH—Z_ )" /20 e—(u,_Hg— i—n)* /20 )

N | |
(W2mo) i—0

i=n
Open the squares and collect the terms to write,
n—1 N-1

p(ulb, d, E) = B l_[ eui-%—(fbi/o'z l_[ eui+€di7n/(72

i=0 i=n
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where

l_[ e—(u,M/zo ) H —b? /202 1—[ e—d}_n/zaZ_
w— N

The term denoted by B is actually independent of £ because the first product extends
over all N indices. Therefore the term in brackets will have no effect on computing the
maximum-likelihood and need not be inspected further. It will be dropped.

The data bits are random, independent, and equiprobable. Averaging over the random
data gives

N-1

n—1
E[p(ulb’ da E)] = l_[ eu,‘+gb,‘/0'2 l_[ E I:eul'+5di—n/0'2i| .

i=0 i=n
But

E[eu’Hd’ _n/o? == 1 Mz+lA/0 4 le—ui+lA/fT2
2 2

= cosh(ui+gA/02).

Therefore the log-likelihood statistic is

n—1 N-—1
A(€) = log []’[ eli+tbi/o? ]_[ cosh(u,-+gA/02):|

i=0 i=n

n—1 eui+lbi/o'2 N-1 5
= log _ cosh(ujr¢Ajo”) | .
g cosh(u;y¢A/o?) g !

The second product is now independent of £ because it ranges over all £. It is constant
and can be dropped. Then

n—1 euH»[b /g

O =toe [ e

Expanding the logarithm leads to the log-likelihood statistic

[ i ebi 1+ZA
A@) =) | =5~ —logcosh = 1.

i=0

Finally, replace o> by No/2 and readjust the multiplying constant to complete the proof
of the theorem. |
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The maximum-likelihood block synchronizer will compute A (€) for each £ from 0
to N — 1, and choose as the estimate 7 that value of ¢ for which A(0) is largest. If
the sync marker appears in the data, then the maximum-likelihood block synchronizer
cannot protect against the possibility of choosing the false marker. It will, however,
reduce the possibility of an occasional badly corrupted bit, either in the marker or in
the data, leading to a lost sync.

It is interesting and informative to examine approximations to the likelihood statistic
for the case of a large signal-to-noise ratio, and for the case of a small signal-to-
noise ratio. For a large signal-to-noise ratio, we can make the approximation that
coshx ~ %exp |x|, and log cosh x ~ |x| — log 2. Then

n—1

AL) ~ Z Ui+ebi _A|u,~+g| +log?2
L 02 02 og .
1=

Suppressing the constants, and noting that bits are detected by the rule |u;|/u; = Zi this
becomes

n—1

AW@) =Y uiyelb; — biye]
i=0

where Z,- = =A is the regenerated value of the ith symbol. The sign of £A is the
sign of u;. For any ¢ at which the demodulated sequence matches the marker, we have
3,4@ =bjfori=0,...,n—1,s0 A(£) = 0. For other ¢, A({) is negative because if
b; = A and /b\lurg = —A, then u;;, must be negative, while if b, = —A and 79\:'+e =A,
then ;4. must be positive. Hence the approximation under consideration leads to the
conclusion that the data sequence should be demodulated and searched for the sync
pattern. If there are two or more copies of the sync pattern, their likelihoods under the
approximation are identical, and the ambiguity cannot be resolved.

On the other hand, for a small signal-to-noise ratio, we use the approximation
log cosh x ~ x> obtained from the first term of a Taylor series expansion. Then

n—1 2
24
A~ :|:u,‘+gbi -} }

i+¢
No “F
i=0 0

This tells us that, to estimate £, correlate the predetected data samples with the marker
samples, offset the correlation by a term in the sample power for the segment of length
n, and then select the largest. We can contrast this approximation with the earlier
approximation if we write it as

n—1

A@) =" uigelbi — biy]
i=0



291
—

8.9 Synchronization sequences

where Zi = (2A2 /No)u; is a soft output from the demodulator. Now the received signal
uiye is weighted by the soft error signal b; — b1, and the sum forms the likelihood
statistic.

8.9

Synchronization sequences

Sequences are used to construct pulses for block synchronization, as described in
Section 8.8, and also for spread-spectrum communication, as described in Chapter 12.
For the problem of block synchronization in some forms of wideband communications,
we are interested in the properties of the pulse s(¢) when it appears in isolation. Then we
speak of the aperiodic autocorrelation function, and in this section, we consider pulses
with good aperiodic autocorrelation functions. For application to spread-spectrum com-
munications, we will be interested in the properties of the infinitely long waveform
obtained by periodically repeating s(¢). Then we speak of the periodic autocorrelation
function.

A pulse for synchronization should have a strongly distinguishable characteristic.
Typically, this means that it should have a strong and sharp matched-filter output.
However, a narrow pulse will usually be unacceptable to the transmitter if its amplitude
is much larger than the amplitude of the data waveform. To get a strong matched-
filter output for a sync pulse with limited peak amplitude, one may need to use a
synchronization pulse s(7) that has both a large timewidth and a large bandwidth,
perhaps one whose bandwidth is much larger than the reciprocal of its timewidth.

Other constraints may be imposed on synchronization pulses. A simple constraint
is that s(¢) takes on only the values 41, and that transitions occur only at multiples
of a fixed time interval 7. Alternative constraints may be that s(f) = +1 &+ j, or that
|s(t)| = 1. Each such constraint leads to a class of synchronization pulses with a rich
structure. These pulses have not been completely classified. We shall describe only one
such class, the class of Barker pulses, as an example of such pulses for synchronization.

Definition 8.9.1 A Barker sequence of blocklength n is a sequence of symbols cj,
forj =0,...,n—1, taking values +1 and —1, with the properties that the discrete
(aperiodic) autocorrelation function

n—1

pk) = cjcjpi

Jj=0
satisfies p (k) =nifk =0and |¢p (k)| < 1ifk # 0.

Thus when k is not zero, the only allowed values of ¢ (k) are —1, 0, and +1. The
known Barker sequences are given in Figure 8.26. It is not known if there are other
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n

2 + o+

2 -+

3 + o+ -

4 + o+ -+

4 + + o+ -

5 + + o+ - o+

7 + + + - - + -

11 + + + - - - + - - 4+ -
13 + + + + + - - + + - + - 4+
Figure 8.26. Known Barker sequences.

S(t)T Tt t _||_| >

Figure 8.27. A Barker pulse and its autocorrelation function.

Barker sequences, but it is known that there are no others with n odd, and no others
with n smaller than 12,100.

To form a pulse from the Barker sequence, choose a pulselet s’ (¢). The Barker pulse
is then

n—1

s(t) = Z ces'(t — £T).

£=0

Figure 8.27 shows a Barker pulse using square pulselets together with its autocorrelation
function.

It is not possible to design a binary sequence of finite length whose autocorrelation
function has no sidelobes. However, it is possible to design a pair of binary sequences
such that the sum of their two autocorrelation functions has no sidelobes. The sidelobes
of the two autocorrelation functions must have opposite signs, and so they cancel. The
mainlobes are both positive, and so they add positively. Such sequences can be used,
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for example, as the real and imaginary parts of a complex sequence. Then the real part
of the autocorrelation function will have no sidelobes.

Definition 8.9.2 A pair of finite sequences, of blocklength n, from the binary alphabet
{+1, —1} is called a complementary code (or a Golay complementary code) if the sum
of their autocorrelation functions is zero for all nonzero integer shifts.

There is essentially only one complementary code with a blocklength equal to two,
namely the one with codewords ¢; = (+1,41) and ¢ = (+1, —1). The autocorrelation
sequences are ¢1 = (+1,42,+1) and ¢» = (—1,+2,—1). These sum to (0,4,0).
Either codeword ¢ or ¢, could be replaced by its negative or by its reciprocal without
changing its autocorrelation sequence. New codes obtained by these slight changes are
not essentially different from the given code.

There are no complementary codes with a blocklength equal to three. There is essen-
tially only one complementary code with a blocklength equal to four. It has codewords
¢y = (+1,41,+1,—1) and ¢; = (+1,+1, —1, +1). The autocorrelation sequences of
c1 and c; are

¢1 - (_1909 1949 1909_1)

¢2 = (1a0$_1’4’_1707 1)

These sum to (0,0,0,8,0,0,0).

‘We can express the notion of a complementary code in the language of polynomials.
A codeword with components ¢; fori = 0, ...,n—1 can be represented by the codeword
polynomial

n—1
c(x) = Z cl-xi.

i=0

The reciprocal polynomial of c¢(x), denoted ¢(x), is given by

n—1

cx) = chflfixl
i=0

=" le(x7 .

The two polynomials ¢ (x) and c;(x) of degree n form a complementary code if and
only if

cl@e1 ) F @) = 2n.
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C1(X) Channel ¢ (X)
Impulse Impulse
In Out
—e
Go(X) Channel _ Go(X)

Figure 8.28. An application of complementary codes.

The right side is a discrete impulse of amplitude 2n, the left side is a complicated way
of writing the impulse. Each polynomial on the left can be represented by a finite-
impulse-response filter, so this equation can be represented by a network of such filters,
as shown in Figure 8.28. The coded signals can be passed through a pair of channels,
each channel with a peak power constraint. The output of the complete circuit is an
impulse whose amplitude is 2n times larger than the peak signal of either channel. In
this way, the complementary code enables one to transmit a large impulse through a
channel with a peak amplitude constraint. The advantage of using a complementary
code is that there are no sidelobes in the output of the demodulator.

The two channels can be obtained by partitioning a single channel, as by frequency
division or time division. Another possibility is to use the two polarization components
of an electromagnetic signal. Of course, the most evident is to use the in-phase and
quadrature components of a complex waveform.

Problems for Chapter 8

8.1.  Sketch in detail a complete functional block diagram of a coherent receiver for
offset QPSK, including carrier recovery and data clock synchronization. Can
this receiver be used for MSK?

8.2. Two different methods are proposed for handling phase in a sixteen-ary orthog-
onal communication system. One method uses a noncoherent demodulator.
The other method uses a coherent demodulator, but for carrier recovery, the
waveform consists of alternating segments, 75 milliseconds of data symbols,
followed by 25 milliseconds of unmodulated carrier, with the same average
power as the modulated carrier. The average data rate of the two methods is the
same. Which method should be preferred at a symbol error rate of 107>? Give
a reason. Does the answer depend on error rate?

8.3. Based on the maximum-likelihood principle, develop and sketch a phase
synchronization procedure for a binary OOK waveform.
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8.4.

8.5.

8.6.

8.7.

8.8.

8.9.

8.10.

8.11.

A given digital communication system has a sync procedure that can track phase
noise 6 (¢) to within an error signal 6, (¢). Model the error signal as bandlimited
gaussian noise. Explain how, if the phase noise in the received signal is removed
by eliminating its cause, the sync procedure can be used to increase the data
rate. Does this imply that a waveform of maximum data rate for an additive
noise channel cannot be self-synchronized? Repeat the argument for symbol
synchronization.

A given digital communication system for a passband dual polarization channel

uses four-dimensional modulation, consisting of QPSK on each polarization

axis of an electromagnetic wave. Within the channel, there is an arbitrary phase
shift on the carrier and an arbitrary polarization rotation. Use the maximum-
likelihood principle to set up a method for recovering phase and polarization.

Will the solution change if each polarization channel can have an independent

phase shift on its carrier?

With data treated as a random nuisance parameter, derive the likelihood function

for the phase of a binary FSK waveform. Sketch a coherent receiver designed

around the maximum-likelihood estimator. Explain how the nonlinearity in the
phase estimator may be approximated in a way that results in a decision-directed
estimator.

The maximum-likelihood estimator developed in Problem 8.6 can be used bit

by bit to estimate the phase on every received bit of a binary FSK waveform.

Is the demodulator that results equivalent to, better than, or poorer than a non-

coherent FSK demodulator? If these demodulators are not equivalent, explain

the difference and decide whether this means that there is some weakness in the
theory.

a. With data treated as a random nuisance parameter, develop and sketch a
maximum-likelihood procedure for simultaneously estimating phase and
symbol timing for a BPSK waveform.

b. Repeat the development for a QPSK waveform.

By showing that the feedback signal is identical, prove that the Costas loop is

mathematically equivalent to a phase-locked loop driven by the square of the

received signal.

a. With data treated as a random nuisance parameter, develop a maximum-
likelihood procedure for finding a marker, consisting of n QPSK symbols,
in a QPSK block of length N. Compare the procedure to the solution for
BPSK.

b. Repeat for an eight-ary PSK waveform.

In a partially-coherent channel, the phase angle is not known, but it changes

so slowly with respect to the bit rate that phase offset can be estimated from a

long sequence of bits and can be corrected. However, there is a residual sign
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8.12.

ambiguity if the modulation is BPSK because the phase estimate has a 180°

ambiguity. Instead of using DPSK, it is proposed to use BPSK and to resolve

this ambiguity by inserting a sequence of four ones after every 100 channel bits,
and to use a data translation code to remove any sequence of four ones from
the channel bit stream. (An example of such a code inserts in the encoder an

artificial zero after every three consecutive ones and deletes in the decoder a

zero after every three consecutive ones.)

a. Explain how this resolves the ambiguity.

b. By how much, in the best case, is the data rate reduced?

c. Sketch a copy of Figure 3.10 and on the sketch plot a curve for the proposed
scheme. In the best case, what must be the change in E,/Ny at a bit error
rate of 1073?

The likelihood function with extraneous parameters averaged out is called

the generalized likelihood function. Maximizing the generalized likelihood

function is not the same as the maximum-likelihood principle. This can be
demonstrated by deriving the estimates of the amplitude of a BPSK waveform
from each point of view. Let s(¢) be a pulse such that

/ s(t)s™(t — €T)dt = 0 for £ # 0.

—o0
The received BPSK waveform is

n—1

v(t) = Zags(t —¢T) + n(t)

£=0

where ay = +A and A is an unknown parameter to be estimated.
a. Show that the simultaneous maximum-likelihood estimate of both data and
amplitude is

ay = sgn [ug]
~ 1
A = —ugsgn [uy]
n
where uy is the £th output sample of the matched filter.

b. By averaging over all data sequences, develop a generalized log-likelihood
function

n—1
AA) = l_[ I:%eZAungz + %672Au57A2i| )
=0
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What estimator for A maximizes this function? How does this estimator
compare to the estimator of part a?

8.13. Byreference to the noise analysis of the phase-locked loop, analyze the accuracy
of the delay-locked loop used for symbol synchronization.

8.14. A passband sampler improperly samples with respect to a carrier frequency f;
instead of with respect to the correct carrier frequency. Explain how a suffi-
ciently good equalization procedure will automatically correct for small carrier
offsets.

8.15. The first three Barker sequences of odd blocklength are

n=3:4+—- n=5:+++—-+ n=T7:+++-—+—.

Sketch the output of a matched filter for each of these Barker sequences under

the following conditions:

a. The waveform consists of a single Barker sequence.

b. The waveform is periodic, consisting of a periodic repetition of the Barker
sequence with period n.

8.16. Construct a list of all complementary codes of blocklength 4. How many pairs
are there on the list? Show that essentially there is only one pair. We say that
two codeword pairs are essentially the same if one can be turned into the other
by the operations of replacing either codeword by its negative or of replacing
either codeword by its reciprocal.

8.17. The two components of a real complementary code are used as the in-phase
and quadrature components of an MSK pulse. Prove that all sidelobes in
the matched-filter output for this MSK pulse are in phase quadrature to the
main lobe.

Notes for Chapter 8

Techniques of automatic phase control go back to the early days of electronic sys-
tems and it is difficult to identify a specific starting point. Jaffe and Rechtin (1955)
seem to be the first to explicitly identify the phase-locked loop as a technique to track
a time-varying sinusoid in the presence of noise. The study of phase-locking in the
presence of noise has been studied by Gruen (1953), by Viterbi (1963), and by many
others. The application of the phase-locked loop to communication systems was dis-
cussed by Costas (1956). Bandedge timing recovery was discussed by Lyon (1975).
The removal of data-dependent jitter from the timing recovery loop is due to Franks
and Bubrouski (1974).

Marker design has been studied by Maury and Styles (1964), by Turyn (1968), and
by others. Comprehensive surveys of phase and symbol synchronization have been
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written by Stiffler (1971), by Lindsey (1972), and by Franks (1980, 1983), and surveys
of block synchronization have been written by Scholtz (1980).

The design of special pulse shapes and sequences for aperiodic synchronization has
a rich literature starting with the work of Barker (1953), and including further work
by Welti (1960), Turyn and Storer (1961), Frank (1963), Golomb and Scholtz (1965),
and others. The maximum-likelihood strategy for finding such sequences embedded in
a random datastream was studied by Massey (1972). The probability of synchroniza-
tion error was studied by Nielsen (1973). Complementary codes were introduced by
Golay (1949, 1961). Variations on this idea include the phase-modulated pulses studied
by Frank (1980).
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Rather than modulate one data symbol at a time into a channel waveform, it is possible
to modulate the entire datastream as an interlocked unit into the channel waveform. The
resulting waveform may exhibit symbol interdependence that is created intentionally
to improve the performance of the demodulator. Although the symbol interdependence
does have some similarity to intersymbol interference, in this situation it is designed
deliberately to improve the minimum euclidean distance between sequences, and so to
reduce the probability of demodulation error.

The methods developed in Chapter 4 for demodulating interdependent sequences
led us to a positive view of intersymbol interdependence. This gives us the incen-
tive to introduce intersymbol interdependence intentionally into a waveform to make
sequences more distinguishable. The digital modulation codes that result are a form of
data transmission code combined with the modulation waveform. The output of the data
encoder is immediately in the form of an input to the waveform channel. The modulator
only needs to apply the proper pulse shape to the symbols of the code sequence.

In this chapter, we shall study trellis-coded modulation waveforms, partial-response
signaling waveforms, and continuous-phase modulation waveforms. Of these various
methods, trellis-coded modulation is the more developed, and is in widespread use at
the present time.

9.1

Partial-response signaling

The simplest coded-modulation waveforms are called partial-response signaling wave-
forms. These coded waveforms can be motivated by recalling the method of decision-
feedback equalization. That method suffers from the occurrence of error propagation. A
code can be used to eliminate, or reduce, the possibility of error propagation by moving
the function of the decision feedback into a precoder prior to the modulator. By antic-
ipating the intersymbol interference, its effect can be subtracted out before it happens
provided the sampled channel coefficients g, are integers. This clever technique can be
applicable without affecting the channel input alphabet.
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A channel that might require great care to avoid intersymbol interference is the ideal
rectangular baseband channel

U fIs=w
H(f)_{o lf] > W.

A pulse s(t) will only completely fill the band of this channel if its transform satisfies

ew)~! =W
S(f) = | f1
0 lfl>W.
The inverse Fourier transform of this S(f) gives the pulse shape
S(t) = sin 277 Wt
2 Wt
= sinc 2Wr.

The pulse s(¢) is a Nyquist pulse at symbol spacing T = 1/2W.

To use the ideal bandlimited channel to transmit data that is represented in the form
of a stream of real numbers, simply change the stream of real numbers into a stream of
pulse-amplitude modulated sinc pulses, given by

c(t) = Z apsinc 2W (t — €T).

{=—00

If a, = +£1, this is binary phase-shift keying using sinc pulses. The choice of a sinc
pulse as the pulse shape ensures that the bit rate of the BPSK waveform is as high as
possible for the given ideal bandlimited channel. If one tried to signal with BPSK at a
faster bit rate, the channel response would surely create intersymbol interference.

Of course, waveform design with sinc pulses to make full use of an ideal bandlimited
channel, though mathematically simple, is impossible to implement. Not only is the
sinc pulse unrealizable, but the ideal bandlimited channel is unrealizable also. In this
section, we shall come to a remarkable reformulation of this signaling waveform by
the observation that the unrealizability of the waveform and the unrealizability of the
channel can be made to cancel each other, leaving a scheme that is realizable in both
respects.

The method of partial-response signaling can be viewed as a way to obtain high data
rate by allowing symbols to overlap intentionally. Partial-response signaling creates
intentional intersymbol interference. Usually the constraint is that the intersymbol
interference coefficients take on integer values. The partial-response waveform can
be demodulated by a decision-feedback demodulator or by a maximum-likelihood
sequence demodulator using the Viterbi algorithm.
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A practical alternative to a BPSK waveform with sinc pulses is the simplest partial-
response waveform, which is known as the duobinary (partial-response) waveform.
Define the duobinary pulse as

sin ¢
duob(t) = ———.
mt(l —1)
A sketch of the duobinary pulse is shown in Figure 9.1. It is not a Nyquist pulse because
duob(1) is equal to one. For other nonzero values of £, duob(£) = 0. We can eliminate
the need to generate the pulse s(¢) from the modulator if we choose a channel with the
impulse response s(¢). The Fourier transform of duob(?) is

. {2e—f'”chosnfT If] < 1/2T

0 |f| > 1/2T.
The complex exponential corresponds to a delay of 7 /2 and can be absorbed into
the timing of the modulator and demodulator. Thus with the timing adjusted and the
transmitted pulses replaced by impulses, the channel can have the transfer function
H(f) = cosnfT for |f| < 1/2T, and otherwise H (f) = 0. Not only is this lowpass
channel a practical channel in contrast to the ideal rectangular lowpass channel, but it
makes the modulator trivial, as is shown in Figure 9.2.

h(t)

-2T -T 0 T 2T 3T

Figure 9.1. The duobinary pulse.

%i Channel

Binary Impulse H(f)

Data Generator to

Stream 0—- demodulator
1—-+1

Figure 9.2. Equivalent modulation scheme.
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The duobinary pulse can be viewed as a pair of pulses by observing that

s(t) = sinc(¢) + sinc(t — 1)
sin 7Tt
T a1
= duob(?).

This has the Fourier transform

S(f) = rect(f) + e 7 rect(f)

= 2¢ 7™ cos mfrect(f).

Accordingly, the duobinary partial-response signaling waveform is defined as binary
antipodal signaling using the duobinary pulse as the modulation pulse. Then

o0
c(t) = Z agduob 2W (¢ — £T)
l=—00
o
= Z (ar + ag—1)sinc 2W (¢t — £T).

{=—00

Thus, the waveform c(), although formed as BPSK with the duobinary pulse, can be
interpreted as

o0
c(t) = Z cesinc2W (t — £T)
l=—00

where ¢, = ay + ag1, and so takes values —2, 0, and +2.
How should the channel output be filtered? The received signal is

v(t) = Z aps(t — €T) + n(t)
{=—00

= Y cp(t—€T) +n()
l=—00

where s(¢) is the duobinary pulse created by the channel and p(¢) is the sync pulse
sinc2Wt and ¢, = ay + ag+1. It would not be convenient to design a matched filter
based on the pulse s(#) because that pulse is not a Nyquist pulse so the noise samples
would be correlated. However, the waveform can also be viewed as consisting of the
coded data ¢, modulating sinc pulses at the Nyquist rate. Theorem 7.4.2 tells us that,
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for this situation, the outputs of the matched filter p(—¢) form a sufficient statistic. The
matched filter is the sinc pulse

p(—t) = sinc(t/T).

The output is a Nyquist pulse, so the output noise samples are uncorrelated if the input
noise is white.

The conversion of the data symbols a; into the channel code symbols can be regarded
as an encoding operation. The binary datastream ay, which is a stream of 41 and —1
symbols, can be represented by the polynomial

o0
a(x) = Z agxg.
{=—00

Conceptually, this datastream can be regarded as encoded by passing it through a real,
finite-impulse-response filter represented by the polynomial g (x) = 14-x. The encoded
datastream c¢, which is represented by the polynomial

o.¢]
cx)= Y e,
l=—00

is defined by the polynomial product

c(x) = g(x)a(x)
= (1 +x)alx).
Figure 9.3 shows this form of the conceptual encoder for duobinary signaling. The
waveform is formed by first passing the datastream, represented by a series of impulses,

through a discrete-time finite-impulse-response filter with generator polynomial g(x),
and then passing the encoded output through an ideal lowpass filter that will turn

__________________________

X I
I
_ L g=1+x :
Binary : |
Data '
Stream : |
(Impulses) ! l |
| sinc 2Wt X Ideal to
X .
| —>@—> Interpolating [~ Low-Pass Demodulator
! Filter | Filter
I
: ! Channel

Modulator

Figure 9.3. Conceptual modulation scheme.
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impulses into sinc pulses. But this is equivalent to passing the data through the single
filter that is equal to the cascade of a finite-impulse-response filter and the ideal low-
pass filter. The single filter has an impulse response equal to the convolution of the
impulse responses of its two subfilters, and this is the duobinary pulse. Similarly, in the
frequency domain, the cosine pulse spectrum is the sum of two rectangular spectra as
modified by the translation theorem.

The demodulator samples the matched-filter output v(¢) at the sampling instants
£T. The intersymbol interference is easy to see by inspection of the pulse shape in
Figure 9.5. A single pulse will produce two nonzero samples, both equal to one; all
remaining samples of the intersymbol interference are equal to zero. In effect, the
samples are noisy copies of the output of the encoding polynomial g(x) = 1 + x. The
sampled output of the matched filter is

o0

nw
ug = Z Z guag—p +ne

l=—00 V/=—00

00
= Z cy +ny

{=—00

where ¢y = ay + a¢—1 for duobinary signaling. For binary signaling, a, takes values
in the set {—1, 1}, so ¢, takes values in the set {—2,0,2}. The possible sequences of
received samples ¢y for the duobinary waveform are compactly displayed by the trellis
in Figure 9.4.

The data symbols can be recovered from the samples by means of a Viterbi demod-
ulator or by a decision-feedback demodulator. Figure 9.5 shows the waveform used
with a decision-feedback demodulator. A decision-feedback demodulator is subject to
error propagation; a single demodulation error will produce incorrect feedback, which
can lead to more errors. In this way, one demodulation error may propagate into many
subsequent errors.

A better method is to use a precoder. A precoder can be thought of as the decision-
feedback demodulator moved across the channel into the modulator where there are
no errors and so no possibility of error propagation. The decision-feedback precoder

-1

-2 -2 -2

Figure 9.4. Trellis for duobinary partial-response.
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Channel Demodulator
H(f) : — '
| | Filter Binary
mpulses and Y (" Nl Threshold i 1 - ? Data
- Sampler * \TJ_ = Stream
é£_1

Figure 9.5. Decision-feedback demodulator.

anticipates what will happen in the channel and does the inverse to the data before it
reaches the channel. However, the decision feedback deals with real numbers and real
arithmetic, whereas the precoder deals with binary data and modulo-two arithmetic.
For this reason, it is not completely obvious that the decision feedback can be moved
into the modulator.

The structure of the precoder will be easy to develop if we first replace our demod-
ulator by one that uses digital logic in the form of a postcoder. This means that we
want to postpone the decision feedback to a point at which all variables are binary.
Specifically, the threshold will be disentangled from the decision feedback.

The threshold test is

. 1 ifuy —ap—1 >0

ayp = . -~
—1 ifuy —ay_; <O.

We can rewrite this as

Ifa,_ =1,
R 1 ifuy>1
ap = .
—1 ifuy < 1.
Ifa,_; =—1,
. 1 ifuy>—1
ap = .
—1 ifuy < —1.

We want to decouple the threshold tests from the decision feedback, which means that
the threshold circuit is not privy to @;_1. It is sufficient, then, to quantize u, into the
three intervals uy; > 1, —1 < uy < 1, and uy < —1. Because we want a binary-valued
implementation, we will use instead a suboptimal two-level quantization by rewriting
the case —1 < uy < 1 as |ug| < 1, and merging the other two cases, #y > 1 and
ug < —1las|ug| > 1.
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|

|
0

a) Optimal Decision Regions

I
-1 0 1

b) Suboptimal Decision Regions

Figure 9.6. Error probabilities for two threshold rules.

The decision rule now is replaced by the suboptimal rule

Ka ) =1,
S il =1
ET) =1 i el < 1.
fa, | =—1,
S il <1
T 1 if ) > L

The suboptimal decision rule will have degraded performance because the decision
regions have been altered. Figure 9.6 compares the probability of error of the optimal
ternary decision regions with the probability of error of the suboptimal binary decision
regions. For example, for the case in which ¢y = —1 and a;_; = 1, the mean of u, is
zero. Then, for the optimal decision rule, an error will occur only if u, is greater than one.
For the suboptimal decision rule, an error will also occur if u; is less than minus one.
By inspection of Figure 9.6, it becomes clear that for the suboptimal decision regions,
the probability of error is twice as large as for the optimal decision rule. In return for
accepting this larger error probability, we can now design the decision feedback circuit
as a binary postcoder in series with the threshold, as shown in Figure 9.7.

We now have reached the point where the design of a precoder is obvious. Indeed,
for the example of duobinary partial-response, we can simply move the postcoder into
the modulator where it becomes the required precoder. The duobinary partial-response
modulation with a precoder is shown in Figure 9.8.
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Received U 0if lyl <1 N Binary

—> + Data
| 0if lyl >1
Samples 4 Out

Figure 9.7. Alternative decision-feedback logic.

Channel

H(f) Demodulator

Binary Binary

Data C\ Threshold —> Data

Stream \T/ Stream
f

Figure 9.8. Duobinary partial-response modulation with precoding.

Our detailed study of the duobinary partial-response waveform typifies other forms
of partial-response signaling, and these are also important in applications. Each choice
of the generator polynomial g(x) gives another partial-response waveform. Several
choices for the generator polynomial of partial-response signaling are in common use,
and the simpler of them have conventional names. The most widely used partial-
response waveforms are defined as follows:

duobinary g(x) =1+4x
dicode gx)=1-—x
modified duobinary g(x) =1 — X2

Notice that the two latter examples have negative signs, which leads to a considerable
difference both in the pulse shape and in the spectrum. The signaling pulse s(¢) will
have a Fourier transform S (f) that is zero for f = 0. This is an important consideration
for channels, such as magnetic recording channels, that cannot pass zero frequency.

The output of the dicode channel is the arithmetic difference, as real numbers, of
the past two channel input bits. The channel output alphabet is {—2,0,2} as for the
duobinary waveform but, in this case, the output is O if the last two input symbols are
the same, and otherwise it is either —2 or 2. It is 2 if the current input symbol is 1 and
the previous channel input symbol is —1.

Most partial-response waveforms can be used with a precoder. The formulation of
the precoder is generalized as follows. Suppose that g is an integer for all k£ and that
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go is not even. Let the input datastream be precoded by the equation

1 n—1
b =d; — 0 [Z gjbi,] (mod 2).
i=1

Except for the modulo-two operation, this amounts to moving the feedback operation
from the demodulator to the modulator. The precoding is the inverse of the encoding.
By doing this inverse operation before the encoding, we eliminate the need to do it in
the demodulator. It is trivial to verify that the output of the encoder is identical to the
input of the precoder.

9.2

Continuous-phase modulation

A phase-modulated signaling waveform is a waveform of the form
c(t) = cos2mfot + 6(1)).

A continuous-phase signaling waveform is a phase-modulated waveform for which 6 ()
is a continuous function of time. We are interested in continuous-phase waveforms for
digital communications. The special feature of a continuous-phase waveform is that its
amplitude is constant. This makes it tolerant of severe nonlinearities in the transmission
system. A continuous-phase waveform is a generalization of the minimum-shift keying
waveform, which was studied in Section 5.7.

We shall require that the datastream is modulated into the phase 6(f) in such a
way that the data can be conveniently demodulated directly from the in-phase and
quadrature components of c(¢). This requirement is imposed because phase demodu-
lation — recovering an unstructured phase waveform 6(¢) from the waveform c(¢) — is
a nonlinear operation that can behave poorly in noise and so should be avoided. The
maximum-likelihood demodulator tells us how to recover the data sequence when given
the received signal v(t) = c(t) 4+ n(t). We want the maximum-likelihood demodulator
to be a matched filter followed by a (complex) sequence demodulator. Consequently,
we want to choose the method of modulating data into 6(¢) in such a way that the
maximum-likelihood demodulator is easy to implement — in particular, so that the
Viterbi algorithm can be used to process matched-filter output samples.

We begin the discussion with the study of a demodulator for MSK that will recover
the FSK phase sequence directly by using a maximum-likelihood demodulator. This
is an alternative to using a matched filter on the in-phase and quadrature half-cosine
pulses.
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When viewed as a phase-modulated waveform at complex baseband, the MSK
waveform is

c(t) = PO

where

t — LTy
b

0(t) =6 £ 27 LT <t < (L4 DTp.

These phase trajectories were illustrated in Figure 5.22. This is a form of FSK modu-
lation with the frequencies fy &= 1/4T}, and the starting phase of each pulse adjusted to
make the phase continuous. The phase of this waveform changes by £ /2 as ¢ changes
tol+1.Forodd ¥, 0y = £r/2, and foreven £, 8, = 0 or . Although we could proceed
using this definition of c(¢), the trellis for this description of the MSK waveform and
the Viterbi demodulator will be easier to discuss if we first multiply ¢(z) by e/27/4Tb 5o
that the phase changes by 0 or + for every change in £. This is equivalent to offsetting
the definition of the carrier frequency of the passband representation so that the two
FSK frequencies are now fj and fy + 1/27}. Define

C/(t) — C(t)ej2ﬂl/4Tb

so that the phase changes either by O or by +m as £ changes to £ + 1. Thus
(1) = 10’

where, on the interval £7, <t < (£ + 1)T},

6, if the £th data bit is a zero

Glf + 2 t;gh if the £th data bit is a one.

0'(t) =

These modified phase trajectories are illustrated in Figure 9.9. The advantage of the
phase trajectories depicted in Figure 9.9 as compared to those in Figure 5.22 is that the
structure is now invariant to a translation of the time index. The modified trellis is the
same at even time indices as at odd time indices.

We shall develop a coherent demodulator for this representation of the MSK wave-
form. Normally, when we speak of a coherent demodulator, we mean that the reference
phase is known modulo 27 . In this case, it is actually enough that the reference phase
is known modulo /2.

The FSK description of the MSK waveform now is

o0
c(t) = Z [age’ so(t — €Tp) + age’® s1(t — €T))]

{=—00
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o(t)

T
T |

Figure 9.9. Modified phase trajectories for MSK.

o

where 6y = Q or 7,

(ap.ap) = (A,0) if the ¢th data bit is a zero
ea = (0,A) if the £th data bit is a one,

and

0 —rect (2L ]
= rec _— — =
%0 T, 2

f 1\ .
s1(1) =rect [ — — = | &/,
T, 2

The maximum-likelihood demodulator consists of first forming the decision statistics

used for coherent FSK, then using the Viterbi algorithm to deduce the data sequence.

The decision statistics are formed by passing the received waveform through the pair

of matched filters, s;(—¢) and s7(—t), and sampling the real parts of the outputs at time

€T} to give upe = uo(€T3) and uyy = u1 (£T}). Because the pulses for different £ do not

overlap, the matched filter can be implemented with integrate and dump correlators.
The pulses so(#) and s (¢) are not orthogonal because

T * _2j
/0 SO(I)Sl(t)dl = m

However, this term is purely imaginary, which, for our present purposes, is as good
as orthogonal because we deal only with the real part of the matched-filter outputs.
Further, although the noise samples caused by n(t) passing through the two matched
filters are not uncorrelated, the real parts of the noise samples are uncorrelated.
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Figure 9.10. Trellis for the MSK waveform.
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Figure 9.11. FSK demodulator for an MSK waveform.

Now we are ready to draw the trellis shown in Figure 9.10. There are two states
corresponding to the two values, 0 and m, that 6, can take. There are two paths out
of each node corresponding to the two possible values of the data bit. A data bit zero
causes no change in state. A data bit one causes a change in state. Each branch is labeled
with the expected value of the pair of decision statistics: (Ael?0) for a data bit zero,
and (0, —Ae/%) for a data bit one, with A set equal to one. The Viterbi algorithm is used
to search this trellis for the path that best agrees with the sequence of matched-filter
outputs.

Figure 9.11 shows the maximum-likelihood demodulator for MSK that we have
developed. The performance of the demodulator is easily determined by finding the
minimum distance of the set of sequences described by the trellis. The minimum dis-
tance is set by the two paths highlighted in the trellis, from which we conclude that
dmin = 4. In fact, every path has one neighboring path at distance dp,;, = 2. This is the
same minimum distance as BPSK (whose trellis is shown in Figure 9.12). Consequently,
the probability of an error event for the demodulator of Figure 9.11 is given by the
approximation

o
pe"’Q( NQ)-
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(1,0) (1,0)
dmin=\/§ [ I BN |
(0,1) 0,1)

Figure 9.12. Degenerate trellises for BPSK and coherent FSK.

On the one hand, this is unexpected because the probability of error of a coherent binary
FSK (whose trellis is shown in Figure 9.11) is

o)

Remarkably, by using a continuous-phase FSK waveform rather than a more elemen-
tary FSK waveform, a 3 dB energy advantage has been obtained. On the other hand,
however, we might have anticipated this because we know that an MSK waveform can
be demodulated by demodulating its in-phase and quadrature modulation components
separately, and each of these demodulators will have the probability of error of BPSK.
Many other continuous-phase waveforms can be designed. Each may be regarded as
a generalization of the MSK waveform. The general case at passband is described by

c(t) = cosmfot + 6(1)),
and at complex baseband
c(t) = P40

where the phase modulation 6 () is given by

t o
0(t) = Znh/ Zags(%' —¢T)dE.
=0
The phase modulation may also be specified by giving its derivative

6(t) = 27th Z aps(t — £T).
=0
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The parameter 4 is a constant called the modulation index. The modulation index 4 is
usually chosen to be a rational number

h=—

N
because otherwise 6 () would take on an infinite number of states and our demodulation
methods would not apply. The integers K and N should be chosen to be coprime.
The data symbols a, take values in an M-ary real-valued and uniformly-spaced signal
constellation. When M is even, we may choose the symmetric signal constellation

ag € {£1,43,...,£M/2).

The pulse shape s(¢) is chosen based on its effect on the spectrum of c(¢) and to
simplify the modulator and demodulator. We shall consider only the simplest pulse
shape

— rect t 1
s(t) = rec <?—§>

for the phase modulation. In this case,
0(r) =2mhay (T <t < (L+ DT.

Consequently, the continuous-phase waveforms are also M-ary FSK waveforms. Such
waveforms are called continuous-phase FSK (CPFSK) waveforms. During each symbol
time, an M -ary data symbol is modulated onto one of M frequencies, fy + hay, forming
one of M sinusoids not necessarily orthogonal. The sinusoids of a CPFSK waveform
fill out the T second interval, and the phase of each sinusoid is adjusted so that the
phase is continuous at the symbol boundaries. The waveform is

c(t) = /70
where

oy =T (L _p_ ] +XZ:2h~+9 (T <t<{E+DT
=

and 6 is the initial phase angle, which is known if the demodulator is coherent and
unknown if the demodulator is noncoherent.

Because of the imposed phase continuity, computation of the power density spectrum
of a CPFSK waveform can be quite difficult, but generally, the spectrum of c¢(¢) will
fall off much more quickly with f than will the spectrum of s(t).
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Binary CPFSK with modulation index & = 1/2 is MSK, which we have already
studied in detail. There we found it convenient to redefine the signal constellation
by redefining the carrier frequency. Similarly, by redefining the carrier frequency of
CPFSK, we can choose to view the signal constellation as

ap €{0,1,2,...,.M — 1},

which has the same form for odd M as for even M.

To complete the discussion of continuous-phase modulation, we must describe the
demodulator. In principle it is straightforward to formulate a demodulator. Simply
inspect the likelihood function to construct the appropriate bank of matched filters and
the appropriate trellis, then apply the Viterbi demodulator. When the additive noise is
gaussian, maximizing the likelihood function is equivalent to minimizing the euclidean
distance

o0

d(c(t),v(t) = / l(r) — D 2dr

—0o0

over all /%) that are legitimate waveforms that can be produced by the modulator.
Expanding the square, we see that minimizing the euclidean distance for a block of
length L is equivalent to maximizing the correlation

o0
p(ag,ai,...,ar) = Re |:/ v(t)e_fa(t)dt}
—0oQ

L +DT

— Re Ze—jeg / ,U(t)e—jZJTha[(l—[T)/T

=0 LT

where
l
O =0(T) = 2rh) a
=0

and ¢ has been offset by 1/2.

For the example of MSK, shown in Figure 9.10, it was possible to replace the distance
d(v(1),c(t)) by a euclidean distance between sequences for labeling and searching the
trellis. For the general case of CPFSK, the likelihood statistic does not take the form of
a euclidean-distance computation in sequence space'. It is, however, still in the form

1 The form of a euclidean distance could be obtained by passing () through an infinite bank of orthogonal filters
to form the output samples equal to the Fourier coefficients of a Fourier expansion of v(¢) in one symbol interval.
Then each branch of the trellis would be labeled with an infinite vector of Fourier coefficients, and the distance
computation would be the computation of the euclidean distance between infinite sequences on each branch.
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of a sum

L+DT

pl(ag,ai,...,ar) = p(ag,ai,...,ar_1) +Re |:e_j9L/ v(t)e_jZ”haL(’_LT)/Tdt:| .
L

T

Therefore the Viterbi algorithm still applies, using the second term on the right as the
branch distance.

For each data sequence, the correlation p (ag, ay, . . . ,ar) can berecursively computed
from the sequence of output samples of the bank of M filters with impulse responses

gm(t) = 2Ty =0, . M — 1.
Let u,, () be the output of filter g,,(¢) excited by v(¢). Then the set of
{u,T): m=0,....M—1,£=0,1,2,...,}

is a sufficient statistic for demodulation because it is sufficient for reconstructing
p(ag,ai,...,ar), and so for reconstructing d(c(t), v(t)) for each possible codeword.
However, the computation of p(ag, ay, . . ., ar) from the statistics u,,(£T) does not have
the form of a euclidean-distance computation. Rather, we have the recursion

p(ag,a, ... ag) = plag,a, ... ,ar—1) + Re[e %u, (£T)]

where ag = my. This is exactly the kind of additive structure needed to apply the Viterbi
algorithm.

The structure of the demodulator is illustrated by a binary CPFSK waveform that
is similar to MSK except that the phase changes by £45° rather than by +90°. For
convenience, we will redefine the frequency reference so that the phase changes by 0°
for a data bit zero and by 90° for a data bit one. The trellis is shown in Figure 9.13. The
highlighted pair of paths is separated by the minimum distance

T T
d? :/ 11— ej(”/z)(’/T)|2dt+/ |ej(ﬂ/2)(t/T) —j|2dt
0 0

min
2
4t (1 - )
b/
2
_ (1 - )Eb.
T
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Figure 9.13. Trellis for a binary CPFSK waveform.
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Figure 9.14. Demodulator for a binary CPFSK waveform.
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Because dp, = 2E), for MSK, this form of binary CPFSK has a smaller minimum
distance and a larger bit error rate than MSK. Indeed, based on the discussion of
Section 4.3, we have the approximation

%

Pe

Q dmin
20

)

1 -2/m)E
<o [A=25
o

Because of its poorer minimum distance, this waveform will not be preferred to MSK

very often, but it does have a different spectrum, and it does provide a simple example
of a demodulator for CPFSK. The demodulator is shown in Figure 9.14. One matched
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filter is provided for each pulse, in this case,

_ r 1
so(t) = rect (T — 5)

51(0) = ST ey (L 1Y
T 2

The outputs of the matched filters are sampled and, for each path of the trellis, the appro-
priate sample is multiplied by the appropriate phase term e/%. The Viterbi algorithm
then searches the trellis for the maximum-likelihood path.

9.3

Trellis codes for digital modulation

An M-ary signal constellation in the complex plane can be used to transmit k = log, M
bits per signaling interval, as was discussed in Section 2.3. Figure 9.15 shows an exam-
ple of a complex (or two-dimensional) sixteen-ary signal constellation and a scatter
diagram of received samples at some fixed signal-to-noise ratio. The scatter diagram
shows a large number of matched-filter output samples to the same scale as the input
signal constellation. Each point in the scatter diagram is one of the points of the signal
constellation perturbed by noise. In this example, the noise is severe, and it is obvi-
ous that there will be many demodulation errors. To reduce the error rate, we must
make changes in the waveform. The timid approach is simply to replace the sixteen-
ary signal constellation by an eight-ary or a four-ary signal constellation. This reduces
the probability of error but also reduces the data rate. A much better approach is to
use a code to increase the minimum euclidean sequence distance dp,j,. The minimum
euclidean distance, or the free distance, is the smallest euclidean distance between any

Channel Input Channel Input Severe Noise
(0000)
[} [ [ [}
[} [ [ [}
[} [ [ [}
[} [ [ [ )
(1111)

Figure 9.15. Effect of severe channel noise on a sixteen-ary signal constellation.
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two codewords of the code. In Section 4.5, we studied in some detail the approximation

d .
Pe ~ Ny O < 2‘“‘“) .
0}

This section is based on the observation that the probability of error p, can be reduced by
increasing the minimum sequence distance provided the number of nearest neighbors
Ny .. is not too large. A trellis code is so designed to increase the minimum sequence
distance. In comparison to an uncoded signaling waveform of the same datarate, a trellis
code uses a larger signal constellation, but does not use all of the possible sequences.

These motivating comments can be repeated: if an uncoded four-ary or an eight-ary
signaling waveform has too high a probability of error, increase the number of points
in the signal constellation and use a trellis code on this larger signal constellation such
that the original data rate is unchanged, but the bit error rate is less. By using a larger
signal constellation and a trellis code, we shall see that one can reduce the required
E}p/Ny at a fixed probability of error.

The capacity curves that are shown later in Figure 11.8 of Chapter 11 provide a
way to understand the advantages of coding. If we compare, for example, the capacity
of eight-ary PSK and sixteen-ary PSK shown in Figure 11.8, we see that to transmit
at a rate of three bits per symbol with a low probability of symbol error will take
considerably more energy with eight-ary PSK than with sixteen-ary PSK. Therefore
better performance is achieved by using the larger signal constellation and some form
of coding. For this application, trellis codes have been preferred to block codes, in large
part because the special distance structure of the signal constellation can be treated in
a simple way by the Viterbi algorithm.

A trellis code that is defined on a finite set of points of the complex plane is called an
Ungerboeck code, and the resulting waveform c(¢) is called a trellis-coded modulation
signaling waveform. The Ungerboeck codes form a class of trellis codes with much
of the structure of convolutional codes, which are discussed in Chapter 10. These
codes are not convolutional codes because the codewords do not satisfy the necessary
linearity condition at the code symbol level. For a given fixed k and n, an (n,k)
Ungerboeck code is designed to encode k bits in each dataframe into a complex signal
constellation with 2" points, the encoding depending also on the state of the encoder.
The code alphabet is the signal constellation, which is a discrete set of points chosen
from the field of complex numbers. A codeword is a sequence of points of this signal
constellation.

A binary trellis code of constraint length v is based on a trellis with 2" nodes at each
stage. Each node has 2% branches leaving it, and 2% branches entering it. Each branch
is labeled with one of the points of the signal constellation. A trellis code is completely
defined by its signal constellation and a trellis whose branches are labeled with code
symbols from the signal constellation. However, to use the code, the encoding rule
must also be given. Each of the 2% possible dataframes must be assigned to one of the
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branches leaving a node. The data value of the incoming dataframe then determines
which branch is selected. The label on that branch determines the output symbol of the
encoder.

The complex representation of the transmitted signal is

o0

c(t) = Z ces(t — €T)

{=—00

where s(¢) is such that s(¢) * s*(—1t) is a Nyquist pulse and the ¢y are generated by
the encoder for the Ungerboeck code. We now have arrived at a waveform for digital
communication wherein the data is indeed deeply buried. The waveform c(¢) is such
that only when suitably mixed to complex baseband and passed through a matched
filter will its expected waveform samples pass through the points of the complex sig-
nal constellation. The user data residing in the history of those points is determined
according to the dictates of the Ungerboeck code.

We shall study larger examples of Ungerboeck codes for QAM signal constellations
in Section 9.5. In this section, we will construct two simple (3, 2) codes with constraint
length 2 for the eight-ary-PSK signal constellation; the first example is the one that
initially suggests itself, but the second example is actually a much better code. To
design the code, we draw a trellis and label the trellis with channel symbols. Because
the constraint length v = 2 is chosen, the trellis consists of four states. Because k = 2,
each state has four branches entering and four branches leaving. Two such trellises are
shown in Figure 9.16. We shall design codes for each of them.

To design a code, we must label the branches of the trellis with the symbols of the
eight-ary PSK signal constellation. This is done so as to make the euclidean free distance
of the code as large as possible. Figure 9.17 shows one way to label the branches of
the first trellis of Figure 9.16 that has large euclidean free distance. By inspection, we
see that the path labeled 001 011 000 . . . is at the minimum squared euclidean distance
from the all-zero codeword. Specifically, by inspection of Figure 9.17, the following
two squared euclidean distances are found:

d*(000,001) = d?
d*(000,011) = df.

Therefore, the sequence distance between (000, 000) and (001, 011) is dg + dlz. The
squared free euclidean distance is defined as the squared euclidean distance between
any two paths of the trellis for which the distance is smallest, and no distance between
two paths is smaller. Therefore the free squared euclidean distance of the trellis code
is dj + di.

To judge the performance of the code, we will compare it to simple uncoded QPSK,
which also transmits two data bits per symbol. Figure 9.18 shows QPSK as a degenerate
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Figure 9.16. Two trellises with k = 2 and v = 2.

trellis code of the same energy per data bit. The free squared euclidean distance of
the uncoded QPSK waveform is dlz. In comparing the two codes, we see that the
asymptotic coding gain is G = 1010g10[(d§ + dlz)/df] or 1.1 dB. This gain is only a
small improvement, but it is surprisingly good for such a simple code. However, we
shall see in Figure 9.21 that there is another trellis code for this signal constellation
that yields a 3 dB improvement and is not more complicated, so our first example is
unlikely to be used in practice.

The trellis and signal constellation in Figure 9.17 completely define the code, but to
use the code, we also need to assign four two-bit datawords uniquely to each of the
four paths leaving each node. We may do this in any convenient way. One way is to
assign, at each node, the four data patterns 00, 01, 10, 11 to the four branches in order
from the topmost to the bottommost. Then the encoder can be a simple look-up table.
The two data bits and the two state bits are used as a four-bit address, at which address
are stored five bits. Two of the five bits specify the new state, and three of the five bits
specify the constellation point. A table look-up encoder is shown in Figure 9.19. This
kind of encoder requires 2"+t words of memory and will be impractical if v + k is
large.

An equivalent encoder can be designed in the form of a shift register if we assign
input bits to branches carefully. With the same assignment — the four data patterns 00,
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dy= 2

do 000
do=-+2-+2 100, o 001
d1= \/5 d1
do=+ \/2+\/§
101 °
dy
d3
111
e

00 00

Figure 9.18. QPSK described as a degenerate trellis code.

<«—5 bits—>
0000[ 000 | 00 2
State
5 Complex
Impulse
4 / Generator, To
7L> e ?e [— Pulse
> | Address 3 Generator
Data o] e

Figure 9.19. Table look-up encoder for a trellis code.
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b) Feedback Shift-Register Encoder

Figure 9.20. Encoders for a simple trellis code.

01, 10, 11 assigned to the four branches in order from the topmost to the bottommost —
we notice that the two data bits are equal to the next state bits. Therefore we can
configure an encoder by using two bits of memory and associated logic, as shown as
the feedforward encoder in Figure 9.20.

There are other ways of assigning data bits to the branches of the trellis. The assign-
ment can be made in a way that makes the implementation easy. We notice that at
each node of the trellis in Figure 9.17, the last two bits of the code label are different.
We will assign the data bits to agree with these two bits in expectation of obtaining a
simple implementation. This leads to the encoder with feedback shown in Figure 9.20.
It is easy to verify that this encoder will produce the codewords shown on the trellis of
Figure 9.17 if the states are labeled 00, 01, 10, 11 from top to bottom.

The first encoder in Figure 9.20 can be described by a matrix of polynomials. By
following the incoming data bits through the shift-register circuit, we deduce that

l4+x I14x 1 }

[co(x) c1(x) c2(x)] = [ap(x) al(x)]|: 0 X 14+x
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The polynomial matrix

1+x 14x 1
G =
*) |: 0 X 1+xj|

is called the generator matrix of the trellis code.

To design an encoder in which the data bits appear explicitly within the code bits, we
must transform the generator matrix so that all the columns of an identity matrix appear
as columns in the generator matrix. This is called the systematic form of the generator
matrix. Hence we will form an identity submatrix in the matrix G (x) by elementary row
operations. We will divide G (x) by 14-x because a feedback shift-register corresponding
to 1/(1+x) is preferred to one corresponding to 1/x. Consequently, the matrix becomes

1
14+x

14+x

We will form an identity matrix in the first and third columns. To the first row, add
1/(1 4+ x) times the second row, using modulo-two polynomial arithmetic, to obtain
the generator matrix in systematic form as
o X 5
e
X

1

L 1+x _

o1+ —
1+ x2
x—|—x2

1+ x2

G (x) =

This systematic generator matrix leads to the systematic encoder with feedback,
shown in Figure 9.20b. It is easy to verify that the systematic encoder also produces
the codewords shown on the trellis of Figure 9.17 — this time with the states labeled
00, 11, 10, 01 from top to bottom.

The generator matrix is a k by n matrix of polynomials. Another kind of polynomial
matrix describing the trellis code, called a check matrix, is any n — k by n matrix of
polynomials, denoted H (x), with the property that H (x)G(x) = 0. To compute H (x)
from G(x), divide by an appropriate polynomial and permute columns to put G(x) in
systematic form as the new generator matrix G(x) = [I P(x)] where I is a k by k
identity matrix, and P (x) is a k by n — k matrix of rational forms of polynomials. Then
H(x) = [-P(x)T Iis a check matrix in systematic form. It can be put into a form
corresponding to the original nonsystematic form of G(x) by inverting permutations
and clearing the denominators.



324

Codes for digital modulation

For example, the systematic generator matrix for the trellis code just given can be
rewritten as

X
1+ x2
x—|—x2
142

1 0 1+

G'(x) =

by transposing two bit positions, so

H () 4 X x4+ x2 1
X) = —
14+x2 1422

Now multiply by 1 4 x? and retranspose the bit positions to obtain
Hx) =[14+x+x> 1+x> x+x%.

It is easy to verify that G(x) H (x) = 0 for the original generator matrix G (x).

There is another useful trellis having four nodes and four branches per node, as shown
in Figure 9.16. It may be surprising that this trellis can define a better code than the one in
Figure 9.17. Clearly, the free distance cannot be larger than the distance between points
assigned to “parallel” branches beginning and ending on the same node. To maximize
the free distance, each pair of branches should be labeled with pairs of points from the
signal constellation that are 180° apart. This means that the free euclidean distance is
not larger than d3. The task then is to assign labels so that the free euclidean distance is
not smaller than d3. It turns out that, by trial and error, points of the signal constellation
can be assigned to the trellis branches so that d3 is, indeed, the free distance of the code.
A labeled trellis is shown in Figure 9.21, and an encoder is shown in Figure 9.22. The
generator matrix is

1 0 0
G = |:O 1 4 x2 xi|‘

This encoder is both feedforward and systematic, except that odd and even data bits
are transmitted in different frames. If desired, a simple delay in either the encoder or
decoder will recover the timing between odd and even bits. The gain of the code is

Gain = 101log,((d3/d}) = 3 dB.

The performance of this better four-state code for eight-ary PSK is shown in Figure 9.23
and is contrasted to QPSK. For an uncoded QPSK, dnin = V2A and there are two
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2-2
73 dy 000
Joito 100 0001

Figure 9.21. A better trellis code for eight-ary PSK.
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Figure 9.22. Encoder for the better trellis code.

nearest neighbors. Thus our approximation to the probability of an error event for
QPSK is
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Figure 9.23. Performance of a four-state trellis code for 8-PSK.

For the trellis-coded eight-ary PSK, dnj, = 2A and there is one nearest neighbor.
Thus

reo(2)=o())

Consequently, the asymptotic bound in Figure 9.23 can be obtained from the curve for
QPSK by sliding that curve to the left by 3 dB and down by the factor % Figure 9.23 also
shows a more accurate curve for p, showing poorer performance, which was obtained
by simulation and includes error events due to neighbors other than the nearest neighbor.
A study of Figure 9.23 is a good way to judge the accuracy of the free euclidean distance
as a figure of merit.

It is not possible to achieve a better (3,2) trellis code for an eight-ary PSK with
constraint length 2. To improve the asymptotic coding gain, it is necessary to use a code
with a larger constraint length — that is, to increase the number of states in the trellis.
Figure 9.24 shows an Ungerboeck code with a constraint length 3 and a 3.6 dB coding
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Figure 9.24. More trellis encoders for the eight-ary PSK channel.

dmin=+/2d+ 2d% =2.274

4.1 dB Gain over 4-ary PSK

gain, and another Ungerboeck code with constraint length 4 and a 4.1 dB coding gain.
These trellises do not contain the curious double paths like those seen in Figure 9.21.

The trellises shown in Figure 9.24 are already becoming too large to draw conve-
niently. For larger constraint lengths, we rarely draw the trellis, though we may discuss
it conceptually. A code with a large constraint length is described by giving its k by
n polynomial generator matrix or its (n — k) by n polynomial check matrix. For the
(k + 1, k) codes, which are the codes of interest, the polynomial check matrix is easier
to give.

Table 9.1 is a table of polynomial check matrices for good Ungerboeck codes for
the eight-ary PSK signal constellations with the polynomials for the last three codes
expressed in terms of the binary coefficients of the monomials. Any of these codes can
be used as a transparent plug-in replacement for the popular uncoded (four-ary) QPSK
modulator. The data rate is still two bits per symbol. There is no change in the symbol
rate, so the coded system has the same bandwidth as the uncoded system and transmits
the same number of data bits per symbol; hence the user of the system is unaware of
the code’s presence. However, the system now can run at a lower signal-to-noise ratio;
the code with constraint length 9 has a gain of 5.7 dB.

The encoder that was shown in Figure 9.22 is so simple that we should be able to find
a simplified explanation for it and for the parallel paths of its trellis. Indeed, we can if
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Table 9.1. Ungerboeck codes for the eight-ary PSK signal constellation

Constraint Gain over
length hy () I (x) h3(x) d2. /d3  uncoded QPSK
2 x2+1 x 0 4.00 ~3.0dB
3 P+l x X2 459 3.6
4 A rx+1 X2 B4+ +x 5.17 4.1
5 x5+x2+1 x3+x2+x x4+x3+x2 5.76 4.6
6 1000011 11000 110110 6.34 5.0
7 10111111 101100 1010010 6.59 5.2
8 100011101 111010 1011000 7.52 5.7
0 0 0
[ ] [ ]
‘ ’ d ’ Y ’
0
[ )
1 1
Subset 10 Subset 01 Subset 00 Subset 11
State
00 00 00 00

11

Figure 9.25. Another view of a trellis code for eight-ary PSK.

we adopt the view that the symbols of the code are subsets of the signal constellation
instead of points of the signal constellation. This is a somewhat abstract view that can
be understood by studying Figure 9.21. Close examination of the branch labels on the
trellis of Figure 9.21 will show that the labels can be decomposed into two parts. The
second and third bits label the pair of branches, and the first bit labels the individual
branch within a pair. Therefore we can choose to regard the code as a mapping into
a subset of the signal constellation rather than a point. Figure 9.25 shows how the
description of the trellis is recast into this framework. Now the underlying code has
k = 1 and v = 2. The symbols, however, are pairs of points of the signal constellation,

and the extra data bit is encoded into the choice from the two points of the pair.
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00 00

l L] [ ]
11 11 01
Subset 10 Subset 01 Subset 00 Subset 11

Figure 9.26. A partition of the sixteen-ary PSK constellation.

This idea of regarding the trellis code as a mapping from a subset of the data bits
into a subset of the signal constellation followed by the selection of one point of the
subconstellation is actually quite useful. For example, we can reuse the trellis for the
eight-ary PSK signal constellation, shown in Figure 9.25, to create a rate three-fourths
code for a sixteen-ary PSK signal constellation. Simply double the total number of
points, assigning eight points to each of two subconstellations. Each symbol of the
code is actually a pair of points, one from each subconstellation, chosen to be far apart.
The output of the eight-ary PSK encoder is used to select one of eight such two-point
symbols. The extra data bit is used to select one point from the two-point symbol.

As a second example, Figure 9.26 shows an appropriate subdivision of a sixteen-
ary PSK constellation into four subconstellations, each with four points. With these
subconstellations replacing the subconstellations in Figure 9.25, the design of the new
code is complete. The encoder is exactly the encoder of Figure 9.22 except that there
is one new data bit a», and one new code bit ¢3 with c3 = a5.

The free distance of the code for a sixteen-ary PSK code and the free distance of
the code for an eight-ary PSK code are not established by the same pairs of paths. To
compute the free distance of the code for the sixteen-ary PSK signal constellation, it is
convenient initially to write down the distances between each pair of subconstellations,
which are defined as the smallest distance between any point in one subconstellation
and a point in the other subconstellation. Referring to Figure 9.26, we have

d(10,01) = d;
d(10,00) = d>
d(10,11) = d3
d(01,00) = d3
dO1,11) =d>
d(00,11) = ds.

Referring to the trellis in Figure 9.21, we can find that the free distance is established
by the path that stays in state 00, and the path that goes from state 00 to state 01, then
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to state 10, and then back again to state 00. Thus

dzi, = d*(10,00) + d*(01,00) + d*(10,00)
2 2
= 2.259A°.

The gain with respect to uncoded eight-ary PSK is G = 10 loglo(dn%in/d%) = 3.54 dB.
However, for this code, Ny, . = 43, so the asymptotic coding gain will not be fully
effective. It will be diminished by the large number of nearest neighbors.

9.4

Lattices and lattice cosets

The construction of many of the Ungerboeck trellis codes, as illustrated at the end of the
last section, can be placed in a formal mathematical setting by introducing the notions of
a lattice and a lattice coset. The Ungerboeck codes on a square signal constellation will
be developed in this way in Section 9.5. While we could develop such codes in an infor-
mal way, as was done for the eight-ary PSK signal constellation in the previous section,
we shall use the formal setup because it gives new insights into the structure of the codes.
Figure 9.27 shows a 32-ary signal constellation broken down into eight subsets of four
points each, with a somewhat regular structure so that, in each subset, the points are
far apart. Such a partition has a structure that underlies the design of good codes.

A two-dimensional lattice A is a periodic arrangement of points in the plane. Specif-
ically, let A be a fixed nonsingular two by two matrix. The lattice is the set of all
points in the plane that can be written as the two-component vector s = Am, where
m = (m;,my)! is a two-dimensional vector with integer components. The columns
of A are called the generators of the lattice. The most important example is the two-
dimensional square lattice whose points are at the intersections of an infinitely large
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Figure 9.27. Partitioning a 32-ary signal constellation.
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checkerboard. More generally, an N-dimensional lattice is a periodically arranged set
of points in N-dimensional space, formally defined as follows:

Definition 9.4.1 Let A be a fixed, nonsingular, real N by N matrix. An N -dimensional
lattice is the set of all N -tuples that can be written s = Am where m = (my, ..., my)T
is a vector of dimension N with integer components.

The matrix A, in the general case, is called the generator matrix of the lattice, and
its columns are called generators. The dual lattice is the lattice with generator matrix
(A_1 )T'. The minimum distance of the lattice is defined as the smallest distance between
any two of its points. The quantity det A is the volume of one cell of the lattice. This cell
may be taken as the parallelepiped cell formed by the generators of A or, alternatively,
as the “Voronoi region”, consisting of those points that are closer to the origin than to
any other point of the lattice. The Voronoi regions form a partition of the space with the
same number of cells per unit volume as the partition formed by the parallelepiped cells.

The integers Z are themselves a one-dimensional lattice with generator 1. The set of
all integer-valued N-tuples is the N-dimensional square lattice ZV, whose generator
matrix is the N by N identity matrix. The lattices Z"¥ have a minimum distance equal
to one. Figure 9.28 shows the two-dimensional lattice Z2.

The two-dimensional hexagonal lattice is shown in Figure 9.29. The two-dimensional
hexagonal lattice, denoted A», has the generator matrix

A=|:0 \/3]
2 1
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L]
® O e O e OO0
O ® O e O @ O
e O e O e OO
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Figure 9.28. The lattice Z? and sublattice RZ2 (black dots).

Figure 9.29. The hexagonal lattice.
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The lattice A, is the densest of any lattice in two dimensions with the same minimum
distance. Many of the frequently used two-dimensional signal constellations are subsets
of either Z2 or Aj.

As the dimension of the space increases, the number of interesting lattices increases
rapidly. Many of the most important lattices have been given conventional names. For
example, the Schlafli lattice D4 consists of all points of the four-dimensional lattice Z*
whose coordinates add to an even integer. Good four-dimensional signal constellations
can be constructed by working with the Schlafli lattice D4, choosing a subset of points
with a good structure. More generally, Dy consists of all points of Z"¥ whose coordinates
add to an even integer. Also worth mention in passing is the Gosset lattice Eg, which
is the densest known eight-dimensional lattice, and the ultradense Leech lattice A4,
which is the densest known 24-dimensional lattice.

A sublattice A’ of a given lattice A is another lattice, all of whose points are in
the given lattice A. This can be so if and only if the generators of the sublattice are
elements of the given lattice. If in Figure 9.28, the origin is at the center dot, then the
set of black dots forms a sublattice. The sublattice, in fact, is seen to be a magnified
and rotated version of the original lattice. A coset of the sublattice A’ is the set of all
N-tuples obtained by summing all sublattice points A’ with some fixed lattice point
¢, for instance, one that is in the lattice but not in the sublattice. The coset is the set
{A+c: A € A'}. Each coset is simply a translation of the sublattice A’. In Figure 9.28
there are two cosets: the set of white dots and the set of black dots that is the same
set as the sublattice A’. All cosets are of the same type and have the same minimum
squared distance as the sublattice itself. In general, given the sublattice A’, a lattice has
an m-way partition into m cosets of the sublattice, including the sublattice itself. All
of the cosets are implied as soon as the sublattice A’ is specified. The set of cosets is
specified by the notation A /A’ because we think of A’ as dividing A into the collection
of cosets. The set of all cosets of a lattice is called a partition of the lattice. A partition
is called a binary partition if the number of cosets is a power of 2.

For example, the N-dimensional square lattice Z" has as a sublattice the lattice of all
even integer N-tuples denoted 2Z" , and Z" is partitioned into 2V cosets by 2Z", each
with minimum squared distance 4. The coset leaders may be taken as the 2V binary
combinations of the N generators that comprise the identity matrix I y. In shorthand,
this partition is written Z" /2Z" . The partition has 2" cosets in it, and so it is a binary
partition.

Trellis codes on lattice cosets

Now we are ready to return to the study of trellis codes. For a signal constellation
that is a subset of a lattice, one can construct a trellis code in terms of an algebraic
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k'Bits n'Bits Coset
EE—— Encoder Selector
AN
Code
k" Uncoded bits Signal Symbol
Point —> ¢
Selector

Figure 9.30. General structure of a trellis encoder on a lattice coset.

construction on a lattice. The lattice A is partitioned into 2" cosets, and each coset is
labeled with ' bits. A set of 2X” points near the origin is chosen from each coset to form a
subconstellation, and the full signal constellation is the union of these subconstellations.
Normally, one would choose the subconstellations to be translates of each other, but
this is not a requirement.

Next, choose a suitable (n/, k") polynomial generator matrix. We take the symbols
of the code to be cosets — that is, elements of A/A’ for some lattice A and sublattice
A’ —and the symbols of the transmitted waveform to be elements of these cosets. A set
of 2+ points near the origin forms a subconstellation within the coset.

Figure 9.30 shows the general structure of a trellis code on a lattice coset. The lattice
is partitioned into 2" cosets, each labeled by n’ bits. An (', k') code generates an n'-bit
symbol that selects one of the 2" cosets. One of the 2" points of the subconstellation
of the encoded coset is then selected by the remaining k” uncoded data bits. In each
frame, a total of k = k’ + k" bits is modulated into the sequence of code symbols from
the 2”/+k//-point signal constellation. Usually, n’ = k’ 4 1 so that, in each frame, k data
bits are mapped into a 25+ !-point signal constellation.

Figure 9.31 shows a simple example of encoding five data bits into 64-point signal
constellations. Either one of the two variations of the signal constellation shown can be
used. The lattice Z2 is partitioned into four cosets that are denoted {A, B,C, D}. The
output of the (2,1) encoder selects one of the four cosets. Four uncoded bits then select
one of the points from that coset. This means that sixteen of the points in each coset
have been singled out to be assigned a four-bit binary index. The specification of these
subconstellations is independent of the design of the encoder. Either the square signal
constellation or the cross signal constellation (or some other signal constellation) may
be selected to specify the set of points chosen from the cosets. The number of data bits
k can be readily enlarged or reduced by enlarging or reducing the number of uncoded
data bits k. This means simply that the size of the subconstellation is enlarged or
reduced, thereby enlarging or reducing the size of the signal constellation.
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Figure 9.31. A v = 2 Ungerboeck code with two alternative signal constellations.

To find the asymptotic coding gain of one of the resulting codes is largely a matter
of finding the free distance of the code. We shall find that the free distance of the trellis
code is due either to the euclidean free distance of the underlying code, whose code
alphabet consists of cosets, or is due to the euclidean distance between points within

a coset. The latter, which we will call dr(rlliil’ dictates the distance when the coded bits
i
dictates the distance when the coded bits are different and the uncoded bits are arbitrary.

are the same and the uncoded bits are different. The former, which we will call

The free distance of the trellis code is

dV 4@

dmin = min( min’ min)'

The smallest squared euclidean distance between two points in the same coset of our
example is 22. The smallest distances (in units of the lattice spacing do) between points
in different cosets is given by

d*(A,B) =1
d*(A,C) =1
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d*(A,D) =1
d*(B,C) =1
d*(B,D) =1
d*C.D) = 1.

Therefore the square of the free euclidean distance of the code is found from Figure 9.3 1
to be

(d(l)

min

)2 = d*(A, D) +d*(A,B) +d*(A, D)
=5

Consequently,

2
dmin

= min(5, 4)
=4,

The structure described, as portrayed in Figure 9.3 1, essentially decouples the choice
of the encoding and the coset selection from the choice of the signal constellation.
By using the language of lattice cosets, the treatment is streamlined, although not
essentially different from the development in Section 9.3. However, the extensive topic
of systematically choosing the map from the output of the encoder into the collection
of cosets so as to maximize the minimum distance has not yet been discussed. This task
consists of labeling the branches of the trellis with cosets as illustrated in Figure 9.31.
It can be done by hand, by trial and error, if the trellis is not too large.

Figure 9.32 shows an example of a (3,2) trellis code with eight states. This code
has a free distance dpi, = +/5do, and no path has more than four nearest neighbors at
distance dpn, though some have fewer. Thus

5d,
Pe X 40 <\/2_ O)-
o

Each node has four branches leaving it, and these must be labeled with the four two-
bit patterns. Every labeling gives the same code, but different labelings give different
encoders. The labeling is chosen to make the encoder easy to design.

Table 9.2 shows the check polynomials for some good Ungerboeck codes for the
sixteen-ary QAM signal constellation. Each of the last three entries has the same asymp-
totic coding gain so the larger constraint length does not improve the asymptotic coding
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A F E B A F E B EBAF

G blc H g plc H bCHGDC

elela F E BIAIlF E B AF EBATF

clule o ¢ HlaglD DCHGDU CHGDC

Alele B A Flels A FEBATFTEB

clolc v ¢ bplclH HGDU CHGDT CH G

E Bla F E BIlA F E B AF EBATF

CHGUDTG CHGTD HGDCHG
E B A F

Coﬁgﬁﬁion Cross

Constellation

State Trellis Label

_—

000 BCFG

001 AHED

010 GFCB

011 HADE

100 FGBC

101 ADEH

110 CBGF

111 DEHA

Figure 9.32. A (3, 2) trellis code with eight states.

gain. It does, however, reduce the number of nearest neighbors from 344 to 44 to 4, as
the constraint length changes from 7 to 8 to 9. By appending some uncoded bits, each
of these codes can be used for a larger QAM signal constellation but, of course, the
coding gain must then be recomputed.
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|
Table 9.2. Ungerboeck codes for the sixteen-ary QAM signal constellation

Gain over

Constraint uncoded
length hy (x) hy (x) h3(x) d2. /d5  8-PSK (dB)
2 2 +1 x 0 4.0 ~4.36
3 P41 x x2 5.0 5.33
4 x4+ x2 B4+ +x 6.0 6.12
5 ©+1 2 +x x 6.0 6.12
6 X0 +1 B+ +x 0 4+ x4+ 42 7.0 6.79
7 x +x+1 x4+ x2 X +x 8.0 7.37
8 X8 +1 101110 xT x84 42 8.0 7.37
9 2+ 11100110 x8 +x0 + 43 8.0 7.37

|

9.6 Differential trellis codes

A differential method for digital modulation maps the datastream into a continuous-time
waveform in such a way that the datastream can be recovered despite some form of
ambiguity in the received waveform, usually a phase ambiguity. The simplest example
is differential PSK. This modulation technique protects against a 180° phase ambiguity
in the received waveform. Other differential modulation codes are more sophisticated,
and protect against multiple ambiguities.

The differential trellis codes discussed in this section are a generalization of dif-
ferential QPSK. They are used for passband channels in which the carrier phase is
known only to within a multiple of 90°. These codes can simplify the carrier acquisi-
tion problem because, after a temporary interruption in carrier phase synchronization,
it is enough for the carrier phase to relock in any one of four phase positions. The
phase of the received waveform may be offset by 0°, 90°, 180°, or 270° from the
phase of the transmitted waveform. Nevertheless, for each of these four possibilities,
the demodulated datastream is the same. The technique is to design a code such that
every 90° rotation of a codeword is another codeword. Then by differential encoding,
the end-to-end transmission is made transparent to 90° offsets of carrier phase.

The idea of differential trellis codes will be easier to understand if we first examine
differential modulation in the absence of coding. We shall describe differential sixteen-
ary signaling. Figure 9.33 shows a sixteen-ary square signal constellation that we
will visualize as four subconstellations, each with four points. Each subconstellation is
invariant under a rotation by any multiple of 90°. Each of its points is given an identical
two-bit label characterizing that subconstellation.

Two bits of data are encoded into a point of the signal constellation by using the
indicated labels. Two more bits are used to select the quadrant. The quadrant is selected



338 Codes for digital modulation
|

[ ] [ J (] [}
11 01 10 11
° ° ° L]
10 00 00 01
[ ] [ [ J [
11 10 01 11
® [ ® ®
11 10 01 11

Figure 9.33. A symmetrically labeled signal constellation.

differentially by the rule

00 > Ag¢ = 0°
10 > Ag = 90°
11 > A¢ = 180°
01 — A¢ = 270°.

A modulator for the differential sixteen-ary signal constellation is shown in
Figure 9.34. Two of the data bits define a point in the subconstellation, and two of
the data bits define a phase rotation as one of the four multiples of 90°. The demod-
ulator is easily designed to undo what the modulator has done, first by detecting the
proper points in the signal constellation, then mapping the sequence of labels into the
sequence of data.

The primary requirement of differential encoding is that the signal constellation be
labeled in a special way. A secondary requirement that the data be expressed in a special
differential form is easily accomplished by proper precoding and postcoding. Conse-
quently, for suitable trellis codes, the method of differential coding can be combined
with the method of trellis coding. Some trellis codes are invariant under a 90° phase
rotation; others are not. If a code does have this property, it should be exploited by the
design of the encoder and decoder to make the system transparent to 90° rotations in the
channel. Therefore the encoder and decoder should employ some form of differential
encoding.
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Figure 9.34. A differential modulator for a sixteen-ary constellation.

Some trellis codes on Z2 have a structure that is immediately compatible with differ-
ential encoding. In particular, trellis codes with two or more uncoded bits may have this
property. Recall the partition of sixteen-ary PSK that was shown in Figure 9.26. Dif-
ferential encoding can be readily used with that partition by changing the way in which
the two uncoded data bits are mapped into points of the coset. We regard these two
bits as an integer modulo-four and, instead of encoding this integer directly, encode the
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Figure 9.35. Construction of a differential trellis code.
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Figure 9.36. A nonlinear encoder for a rotationally invariant trellis code.

modulo-four sum of it and the previous encoded value. This amounts to a precoding of
the uncoded data bits, which is undone by a postcoder after demodulation. Figure 9.35
shows this kind of differential encoding. Essentially, the same idea can be used with
the partition of an eight-ary PSK signal constellation shown in Figure 9.25, to give an
eight-ary PSK code invariant under 180° offsets of carrier phase.

Other trellis codes are not invariant under a 90° phase rotation. If the best (n, k)
code of a given constraint length is not invariant under a 90° phase rotation, then
one may choose to use a code with less coding gain in order to obtain the property
of rotational invariance. Even if the trellis code is invariant under 90° rotations, it
may not be possible to find a linear encoder that is transparent to rotations and also
can be decomposed into a precoder and a linear encoder such that the encoder has
only linear feedback or feedforward shift registers. A transparent encoder must then be
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nonlinear, using nonlinear elements such as complex rotation. This makes the task of
finding the minimum distance harder.

Figure 9.36 shows a nonlinear encoder for the trellis code of Figure 9.32 that is
transparent to 90° phase rotations. This encoder is referred to as nonlinear because, as
a consequence of the and gates in the encoder, there is no longer a linearity property
between the input and output of the logic circuit under modulo-two addition.

9.7

Four-dimensional trellis codes

Nothing in the definition of a trellis code is peculiar to a two-dimensional signal con-
stellation. Trellis codes can be constructed for signal constellations of any dimension;
we shall consider binary trellis codes in four dimensions. A four-dimensional symbol
can be sent over a two-dimensional channel such as a complex baseband channel, by
sending two components of the four-dimensional symbol at a time. The reason for
using a four-dimensional signal constellation is to make the minimum distance larger
without increasing the computational complexity, although the conceptual complexity
is increased. The potential gains, however, are modest. Using four-dimensional lattice
cosets in the construction of these codes makes it easy to construct the four-dimensional
trellis codes.

Choose any four-dimensional lattice that can be partitioned into 2" cosets, in each
of which 2 points are selected as the points of a signal subconstellation. Choose
any (n',k’) binary polynomial generator matrix to form a code. To encode k bits, set
k = k' + k" and encode k' bits each frame using the (n’, k") encoder. The n’ bits out
of the encoder each frame select a subconstellation, and the k” uncoded bits select a
point from that subconstellation. In this way in each frame, k bits are represented by
n' + k" bits. Commonly, n’ = k’ + 1 so that, in each frame, k data bits are mapped into
a 2K+ _point four-dimensional signal constellation.

There are two reasons why the four-dimensional code may be superior to a two-
dimensional code. First, points can be packed more densely into four dimensions than
into two dimensions. Second, if & is even, to send k /2 points using a two-dimensional
trellis code would require a 2%/2*!-point signal constellation, while to send k bits would
require, in effect, a (2K/2+1)? = 2k+2 four-dimensional signal constellation. Designing
the code in four dimensions makes a four-dimensional signal constellation possible
with fewer points, thereby improving the minimum distance of the signal constellation
(though not necessarily of the code).

We will construct a trellis code for the four-dimensional square trellis Z*. This
example is not too difficult and yet provides a practical code. Consider the points of
Z* as pairs of points from Z? thatis, Z* = Z? x Z%,and Z% is partitioned, as shown
in Figure 9.37, into subsets A, 5, C, and D, each of which has minimum distance 4.
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A B A B A BAUB|ABADBAUBAB
c bcb< CcDbDTCOD|ICDCUDTCDTCD
A B A B A BAUB|ABADBAUBAB
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A B A B A B A B|A BADB A B A B
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A B A B ABAUB|ABADBAUBAB
c bcbcb CcCDbD|ICDCDTCDTCD
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c bcbcbTCD|CDCDTCDTCD
A B A B A B AB|J|ABADB AUB A B
c bcbCDTCD|ICDTCUDTCDTCD

Figure 9.37. A partition of Z2.

Eight subsets of Z* are defined as follows:

E={C,C}U (B, B} Es={C, Ay U (B,D}
E1={A AU {D, D} E={AByU{D,C}
E={C,BYU{B,C} E=1{C,D}U (B, A}
& ={A,D}u{D, A E={A,C}uU{D,B}

where, for example, {A, B} denotes the set of points Z*, combining one point from
two-dimensional subset .4 and one from two-dimensional subset 3. It takes three bits
to specify the set & and twelve bits to specify an element of ;. The minimum distance
of each two-dimensional pair is again four because, in any two elements of {A4, B},
either the first component or the second component must be different. Further, the eight
four-dimensional subsets are defined in such a way that the minimum distance between
them is again four. This is because, for example, the first component of {A, B}U{C, D}
must lie in A U C, which has minimum squared euclidean distance 2 and the second
must lie in B U D, which again has minimum squared euclidean distance 2.
Because of the relationship
dV 4@

dmin = min( min’ min)’

we see that it is sufficient to choose a generator matrix for a (3, 2) code encoding two
data bits into the eight subsets £y, £ = 1, ..., 8. An additional twelve uncoded bits select
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an element of & with dr(nzlil at least 4. Then we will have a (15, 14) four-dimensional
trellis code with dp;, = 4.

Problems for Chapter 9

9.1.

9.2.

9.3.

94.

The “modified duobinary” partial-response signaling waveform has the gener-

ator polynomial g(x) = 1 — x2.

a. Find the impulse response.

b. Find the channel transfer function that will provide the encoding.

c. Show that even and odd output samples are independent and can be
deinterleaved and demodulated separately.

d. Describe the output sequences on a trellis.

e. Design a precoder that will make the outputs independent.

Precoding for partial-response signaling fails if the generator polynomial g(x)

has its low-order coefficient gg equal to zero modulo 2. For example, g(x) =

2 4 x — x? cannot be precoded.

a. Explain why this is so.

b. Prove that the data can be “partially precoded” by using

1 n—1
bie=—|di— ) gibj-i (mod 2)
L i=t+1

where g, is the lowest index coefficient of g(x) that is not zero modulo 2.
What is the channel output? Are the symbols of the received datastream
independent?

Partial-response signaling can also be used when the input to the channel takes

more than two amplitudes.

a. Describe a duobinary system with a four-level input alphabet. Give a
decision-feedback demodulator including the detection rule.

b. Can a precoder be used in place of the decision-feedback demodulator? If
so, describe it.

c. Canone choose aduobinary system for an eight-ary PSK signal constellation?

d. If so, can a precoder be used?

A partial-response waveform can be designed by using any Nyquist pulse in

place of the sinc pulse.

a. What is the equivalent channel for a duobinary partial-response waveform
based on the Nyquist pulse

sinmt/T cosant/T

1) =
PO = T T = 422 T2

and the generator polynomial g(x) = x + 1?
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9.5.

9.6.

9.7.

b. What is the matched filter for this waveform? Sketch a decision-feedback
demodulator. Sketch an alternative implementation that uses a precoder.

a. By examining the trellis for duobinary partial-response signaling, show that
there are some paths that have an infinite number of neighbors at a distance
equal to the minimum euclidean distance. How do the error events differ?
What does this mean in the application of the Viterbi demodulator to this
waveform?

b. Sketch a labeled trellis for a duobinary signaling waveform used with a
precoder.

A telephone channel with echo (idealized) is an ideal passband channel from

300 Hz to 2700 Hz with an echo of 1/1200 sec and an echo amplitude of 0.1 of

the desired signal. That is, the true impulse response A’ () is

fon 1
h(t) = h(t) +0.1h (1 — TOO)

where h(¢) is the impulse response without the echo. The transmitted signal is

a sixteen-ary PSK using a sinc pulse to fill the bandwidth.

a. What is the data rate?

b. Describe how to use the Viterbi algorithm to cancel the effects of the echo.
How many states are in the trellis? s it possible to use interleaving to simplify
the Viterbi receiver?

c. We now desire to add a modified duobinary partial-response technique so
that i(¢) can be replaced by a more practical k(¢), but the echo is still present.
How many states will there be in the Viterbi algorithm?

d. Can (partial-response) precoding be used with a sixteen-ary PSK? Why?

Differential QPSK is a modulation scheme that works in the presence of a fixed

unknown phase offset. Each pair of bits is modulated into a phase change as

follows:
00 > A¢p =0°
01 - A¢p =90°

11 — A¢ = 180°
10 — A¢ = 270°.

a. If noninterfering sinc pulses are used to modulate the QPSK points, what is
the bandwidth of the signal as a function of the data rate?

b. Give a demodulator for a differential QPSK as a variation of a demodulator
for QPSK. What is the probability of error as a function of Ep/Np?
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c. Describe a duobinary partial-response modulator, including a precoder, for
this passband waveform. Include all major modulator functions. What is the
channel transfer function?

9.8. A (2,1) trellis code of constraint length 1 for the real signal constellation
{—3,—1,1, 3} has generator polynomials g;(x) = x + 1 and g>(x) = 1. The
output of the encoder is two bits and is used to specify a point in the signal
constellation.

a. Sketch an encoder. Is it systematic?

b. Sketch a trellis.

c. Label the trellis with the points of the signal constellation to make the free
euclidean distance large. (Choose the map from pairs of encoder output bits
to signal constellation points.)

d. What is the free euclidean distance?

e. Compare the performance with BPSK.

9.9. A (2,1) trellis code of constraint length 1 for the real signal constellation
{—3,—1, 1,3} has generator polynomials g;(x) = x> +x + 1 and g2(x) = 1.
The output of the encoder is two bits and is used to specify a point in the signal
constellation.

a. Sketch an encoder.

b. Sketch a trellis.

c. Label the trellis with the points of the signal constellation to make the
euclidean free distance large. (Choose the map from pairs of encoder output
bits to points of the signal constellation.)

d. What is the euclidean free distance?

e. Compare the performance with BPSK.

9.10. The points of an eight-ary PSK signal constellation are sequentially labeled

with three-bit numbers in the sequence (000, 111, 110, 101, 100, 011, 010,

001, 000). An Ungerboeck code of constraint length 4 and rate % for this signal

constellation has check polynomials

h(x) = x4l hy(x) = x? h3(x) = 2 +x

a. Design a nonsystematic encoder without feedback.

b. Design a systematic encoder with feedback.

c. The free distance is dpin = 4/ 2d§ + 2d12 where dy and d; are the smallest
and next smallest euclidean distances between two points in the signal con-
stellation. Find two input data patterns that produce codewords separated by
the free distance.

d. What is the asymptotic coding gain?

9.11. Prove that the following is an equivalent definition of a lattice. A lattice is a set

of points in R" such that if x and y are in the set, then so is ax + by for any
integers a and b.
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9.12.

9.13.

9.14.

a. Show that no (2, 1) trellis code can have a 90° phase invariance when its
four two-bit codeword frames are mapped onto the four points of the QPSK
signal constellation.

b. Show that some (4, 2) trellis codes do have a 90° phase invariance. Explain
how to design an encoder and decoder so that the 90° phase offsets in the
channel are transparent to the user.

c. Show that no trellis code can have a 45° phase invariance when used with
the eight-ary PSK signal constellation.

A rate % constraint length 2, Ungerboeck code for an eight-ary PSK signal

constellation with generator polynomials (1, 1 + x2, x) has an asymptotic cod-

ing gain of 3 dB. Describe how this code can be used as the basis for an

Ungerboeck code for a 2"-ary PSK with a rate of m/(m + 1) and a constraint

length of 2. What is the asymptotic coding gain for large m? How does Ny .

depend on m?

As outlined below, show that, when the spectral bit rate density is large, using

a signal constellation without coding uses about eight times (9 dB) as much

energy as does a more sophisticated waveform.

a. Show that the real 2"-point signal constellation {1, +£3,...,4+2" — 1} has
an average energy E. = (4" — 1)/3. Show that the 2% -point square signal
constellation that uses this real signal constellation on the real and imaginary
axes has an average energy £, = 2(4" — 1)/3.

b. Show that the probability of symbol error for the real signal constellation is
approximated by

~0 6" Ep
Pe ™ Ny )

Show that this same approximation holds for the complex square signal
constellation.
c. Given the value

0 (m) =109,

show that achieving a symbol error rate of 10~ requires an energy satisfying

E, 2"
— ~ | —|224.
No 6"

Compare this to the Shannon capacity bound

E, 2 —1
No ro
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Notes

Notes for Chapter 9

The MSK waveform was generalized to continuous-phase modulation by Pelchat,
Davis, and Luntz (1971), and by de Buda (1972). The performance of suboptimal
methods of demodulation of CPFSK was studied by Osborne and Luntz (1974), and
by Schonhoff (1976). Guided by the ideas of partial-response signaling for the base-
band channel and by the CPFSK signaling waveform, Miyakawa, Harashima, and
Tanaka (1975), and Anderson and Taylor (1978), developed continuous-phase digital
modulation waveforms. This line of work was continued by Aulin, Rydbeck, and Sund-
berg (1981). Rimoldi (1988) developed an alternative formulation of continuous-phase
modulation.

Ungerboeck (1977, 1982) was the first to recognize that convolutional codes designed
with a large free Hamming distance need not be the best codes when the decoder is based
on euclidean distance in the complex plane. For these applications, he introduced the
use of trellis codes that are designed with a large free euclidean distance. These codes
rapidly found wide application, and many tried their hands at alternative descriptions,
including Calderbank and Mazo (1984), and Forney and his coauthors (1984). This
elaboration of the Ungerboeck codes included the introduction of multidimensional
trellis codes by Forney and his coauthors (1984). The best rotationally invariant trellis
codes were discovered by Wei (1984), who recognized that nonlinear elements were
necessary in the encoder to obtain the best such codes.

The use of lattices to construct block codes started with unpublished work by
Lang, and included further work by de Buda (1975), Blake (1971), and Leech and
Sloane (1970). Lattices were studied in a classical paper by Voronoi (1908). The
best tables of lattices have been published by Sloane (1981), and by Conway and
Sloane (1987).

Forney and his coauthors (1984) recognized the role of lattices in describing the
Ungerboeck codes, and made an explicit distinction between the design of codes and
the design of constellations. Calderbank and Sloane (1987) discussed the role of lattice
partitions in constructing codes. Forney (1988) provided an elegant formal development
of trellis codes as a construction within lattice cosets. Trellis codes for four-dimensional
and eight-dimensional signal constellations were studied by Wilson, Sleeper, and Sri-
nath (1984); by Calderbank and Sloane (1985, 1986); and by Wei (1987). Forney
explained the advantages of obtaining a nonequiprobable probability distribution on
lattice points, and Calderbank and Ozarow (1990) discussed ways to do this.

The use of partial-response signaling to increase data rate was introduced by
Lender (1964) and developed by Kretzmer (1966) under the terminology of partial-
response classes, as well as by others. Kabal and Pasupathy (1975) surveyed and
unified the many contributions. The idea of precoding the decision-feedback within the
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transmitter to eliminate error propagation can be found in the work of Tomlinson (1971)
and also Miyakawa and Harashima (1969). Partial-response signaling plays an essential
role in most digital magnetic recording systems, as was suggested by Kobayashi and
Tang (1970). The applicability of the Viterbi algorithm to partial-response signaling
was observed by Omura (1970) and Kobayashi (1971).
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10 Codes for Data Transmission

The modulator and demodulator make a waveform channel into a discrete commu-
nication channel. Because of channel noise, the discrete communication channel is
a noisy communication channel; there may be errors or other forms of lost data. A
data transmission code is a code that makes a noisy discrete channel into a reliable
channel. Despite noise or errors that may exist in the channel output, the output of the
decoder for a good data-transmission code is virtually error-free. In this chapter, we
shall study some practical codes for data transmission. These codes are designed for
noisy channels that have no constraints on the sequence of transmitted symbols. Then
a data transmission code can be used to make the noisy unconstrained channel into a
reliable channel.

For the kinds of discrete channels formed by the demodulators of Chapter 3, the
output is simply a regenerated stream of channel input symbols, some of which may
be in error. Such channels are called hard-decision channels. The data transmission
code is then called an error-control code or an error-correcting code. More generally,
however, the demodulator may be designed to qualify its output in some way. Viewed
from modulator input to demodulator output, we may find a channel output that is less
specific than a hard-decision channel, perhaps including erasures or other forms of
tentative data such as likelihood data on the set of possible output symbols. Then it is
not possible to speak of an error or of an error-correcting code. Thus, for the general
case, the codes are called data transmission codes.

10.1 Block codes for data transmission

A block code for data transmission is a code that protects a discrete-time sequence of
symbols from noise and random errors. To every k data symbols in the alphabet of the
code, a t-error-correcting code forms a codeword by appending n — k new symbols
called check symbols. The codeword now has blocklength n and is constructed so that
the original k£ data symbols can be recovered even when up to ¢ codeword symbols are
corrupted by additive channel noise. The relationship between the number of check
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0 00 0 O O O
1 11 0 0 0 1
1 1.0 0 0 1 O
o 01 0 0 1 1
1 01 0 1 0 O
o 10 0 1 0 1

o
—_
-
o
-
-
o

o 1t 1 1 0 0 O
1 0 0 1 0 O 1
1 01 1 0 1 O
o 10 1 0 1 1
1t 101 1 0 O
o o1t 1 1 0 1
o 00 1 1 10

-
-
a
-
-
-
-

Figure 10.1. The (7,4) Hamming code.

symbols, n — k, and the number of symbols ¢ that can be corrected can be quite
complicated, in general. We shall only study several popular and often-used examples
of block codes.

There are a great many kinds of block codes known for data transmission. We
shall study those bit-organized codes known as (n,k) Hamming codes and those
byte-organized codes known as (n, k) Reed—Solomon codes.

The simplest Hamming code is the (7, 4) binary Hamming code shown in Figure 10.1.
There are sixteen binary codewords. A four-bit dataword is represented by a seven-bit
codeword. By inspection of Figure 10.1 we can see that every codeword differs from
every other codeword in at least three places. We express this in the language of
geometry, saying that every codeword is at Hamming distance at least three from every
other codeword. If a codeword is sent through a channel and the channel makes a single
error, then the senseword will differ from the correct codeword in one place, and will
differ from every other codeword in at least two places. The decoder will recover the
correct codeword if it decides that the codeword closest to the senseword in Hamming
distance was the codeword transmitted. However, if the channel makes more than one
error, then the decoder will be wrong. Thus, the (7,4) Hamming code can correct one
bit error but not more. It is called a single-error-correcting code.

The seven bit positions of the (7,4) Hamming code can be rearranged into a permuted
order without changing the distance structure. Similarly, the sixteen codewords can be
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0 00O 0 00O0OO0OCO
00 0 1 1110001
00 0 1100010
00 11 00100O0T11
0100 1010100
0101 0100101
0110 0110110
o1 11 1000111
1000 0111000
10 0 1 1001001
1010 1011010
10 1 1 0101011
1100 1101100
1101 0011101
1110 0001110
11 11 1111111

Figure 10.2. Systematic encoding of (7,4) Hamming code.

rearranged into a permuted order without changing the distance structure. Any such
change creates what is called an equivalent (7,4) Hamming code. In general, two codes
are called equivalent if they differ only in some trivial way, such as a permutation of
bit positions.

The mapping between four-bit datawords and seven-bit codewords is arbitrary but
usually the systematic form of encoding shown in Figure 10.2 is used. There the first four
bits of the codeword are equal to the four data bits. In general, a systematic encoding
rule is one in which the data bits are included unchanged as part of the codeword. The
remaining bits are the check bits.

In general, for each positive integer m, there is a binary (2" —1, 2" — 1 —m) Hamming
code that can correct a single error. The construction of the codes can be expressed in
matrix form using the following definition of addition and multiplication of bits:

+10 1 10 1
010 1 0{0 O
1|1 0 110 1

The operations are the same as the exclusive-or operation and the and operation, but
we will call them addition and multiplication so that we can use a matrix formalism to
define the code. The two-element set {0, 1} together with this definition of addition and
multiplication is a number system called a finite field or a Galois field, and is denoted
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by the label GF'(2). In Section 10.2 we shall discuss the finite field known as GF' (2™),
which has 2™ elements.

To construct a (2" — 1,2 — 1 — m) Hamming code, we first write down a matrix H,
known as a check matrix and consisting of all of the 2™ — 1 nonzero m-bit numbers as
columns. If the code is to be systematic, then the first m columns should contain, in the
form of an identity matrix, those m-bit numbers with a single one. For example, when
m=3,

=

Il
S O =
S = O
- o O
=)
_— O
O = =

We partition this as

H =[I:P]

where I is the m by m identity matrix and P is an m by (2" — 1 — m) matrix containing
all other nonzero m-bit binary numbers as columns.
Next define the generator matrix

G =[P'I

where I is now a (2" — 1 — m) by (2" — 1 — m) identity matrix.
For our running example with m = 3,

— = = O
—_— = O =
—_ O = =
S O O =
S O = O
o = O O
- o O O

The codewords are given as the row vectors ¢ formed by the vector-matrix product
c=aG

with operations in the field GF (2), where the row vector a is a 2™ — 1 — m bit dataword
and the row vector ¢ is a 2" — 1 bit codeword. Because G has a (2" — 1 — m) by
(2™ — 1 — m) block equal to the identity, the generator matrix will construct the code
in systematic form.

The codeword is transmitted and some bit errors are made. The senseword v with
components v;, i = 0, ...,n—1,isreceived with errors. The senseword has components

vi=cit+e 1=0,...,n—1.
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If there is a single bit error, it must be corrected, and by assumption, e; is nonzero for at
most one value of i. (If there are two or more bit errors, correction is neither required
nor possible.) Then we can compute the matrix-vector product

sT = Ho'
=HG"a" + He'
= He”

in the field GF (2). Now observe that

HGT =[I P [ﬂ

=P+P
=0.

The last line follows because 1 +1 = 0 and 0+ 0 = 0 under the exclusive-or definition
of addition in GF (2). Therefore

sT = He'.

The vector s, called the syndrome, is equal to zero if there is no error. If there is one
error the syndrome is equal to the corresponding column of H. Every column of H is
distinct so it is trivial to find the column of H matching s and then to invert that bit of
v to obtain c.

The Hamming codes are quite simple, and their application is limited. In contrast,
the Reed—Solomon codes, described next, are more complicated and are more widely
used in communication systems. A Reed—Solomon code, for many practical reasons, is
normally constructed in a number system called a Galois field, which will be studied
in Section 10.2.

We shall first study Reed—Solomon codes constructed in the complex number system
because these codes are easier to understand in the complex number system. The
complex number system is a very familiar example of an arithmetic structure known
as an algebraic field. The complex field is not used in practice for the construction
of Reed—Solomon codes because of issues of computational precision that arise. In
the next section we shall see how a Galois field can be used as an alternative number
system in place of the complex field so that the issue of precision is avoided. By defining
Reed—-Solomon codes in the complex field first, we are able to separate our study of the
principle behind the code from our study of the Galois fields that are used to bypass
the precision problems of the complex field.

A Reed-Solomon code will be defined using the language of the discrete Fourier
transform. Let ¢ be a vector of blocklength n over the complex field with discrete
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Fourier transform C given by
n—1

Cj :Zw”ci i:O,...,n—l
i=0

where o is an nth root of unity in the complex field.! Specifically,

w = e—jZn/n.

Definition 10.1.1 The t-error-correcting Reed—Solomon code of blocklength n is the
set of all vectors ¢ whose spectrum satisfies C; = 0 forj =n —2t,...,n — 1. This set
is described briefly as an (n,n — 2t) Reed—Solomon code over the complex field.

One way to find the Reed—Solomon codewords is to encode in the frequency domain.
This means setting C; equal to zero forj = n—2t,...,n— 1, and setting the remaining
n — 2t components of the transform equal to the n — 2¢ data symbols given by
aop, . . .,d,_». That is,

C— a j=0,...,n—-2t—1
7o j=n—2t,...,n—1.

An inverse Fourier transform produces the codeword ¢. The number of data symbols

encoded equals n — 2¢ and there are 2¢ extra check symbols in the codeword to correct

t errors. A Reed—Solomon code always uses two check symbols for every error to be

corrected.

Using the Fourier transform is not the only way to encode the n — 2¢ data symbols
into the codewords — others may yield a simpler implementation — but the frequency-
domain encoder is the most instructive because it exhibits very explicitly the notion
that the codewords are all those words with the same set of 2¢ zeros in the transform
domain.

An alternative encoder in the time domain works as follows. The n — 2¢ data symbols
are expressed as a polynomial

—2t—1 —2t—-2
n—2t n—2t +

a(x) = ap_2—1x + ap_21-ox c-+a1x+ap

where ag,ay,...,a,—2;—1 are the n — 2¢ data symbols. Then the n codeword symbols
are given by the coefficients of the polynomial product

c(x) = g(xa(x)

1 The letter j is used both for /=1 and as an integer-valued index throughout this section. This should not cause
any confusion.
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where g (x) is a fixed polynomial called the generator polynomial. The generator poly-
nomial is the unique monic (leading coefficient equals 1) polynomial of degree 2¢

that has zeros at "%, 0" 2*1 . "' It can be obtained by multiplying out the
expression
g) = (x = 0" — " (r = T,

We can verify as follows that this time-domain encoder does indeed produce a Reed—
Solomon code. The Fourier transform of the codeword is formally the same as
evaluating the polynomial ¢(x) at «/. That is,

n—1
Ci= Zciw’j =c(o)) = g(a)/)a(a/).
i=0

By the definition of g(x), g(«/) equals zero for j = n — 2¢,...,n — 1. Consequently
C; = Oforj = n—2t,...,n—1. Therefore the encoding in the time domain does produce
legitimate Reed—Solomon codewords. The set of codewords produced by the time-
domain encoder is the same as the set of codewords produced by the frequency-domain
encoder, but the mapping between datawords and codewords is different.

Both methods of encoding discussed so far have the property that the symbols of
the dataword do not appear explicitly in the codeword. Encoders with this property
are called nonsystematic encoders. Another method of encoding, known as systematic
encoding, leaves the data symbols unchanged and contained in the first n — 2¢ compo-
nents of the codeword. Multiplication of a(x) by x% will move the components of a(x)
left 2¢ places. Thus, we can write an encoding rule as

c(x) = x*a(x) + r(x)

where r(x) is a polynomial of degree less than 2¢ appended to make the spectrum be a
legitimate codeword spectrum. The spectrum will be right if ¢(x) is a multiple of g(x)
and this will be so if r(x) is chosen as the negative of the remainder when xZa(x) is
divided by g(x). Thus, because it gives a multiple of g(x),

c(x) = x*a(x) — Ry [x*a(x)]

defines a systematic form of encoder, where the operator R, (y) takes the remainder
under division by g (x). This definition of c(x) is indeed a codeword because it has zero
remainder when divided by g(x). Thus,

Ren[c(0)] = Ryooy[¥* a(x)] — Ry [Ry ) [x* a(x)]]
=0

because remaindering can be distributed across addition.
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A decoder for a Reed—Solomon code does not depend on how the codewords are
used to store information except for the final step of reading the data symbols out of
the codeword after error correction is complete.

To prove that an (n,n — 2t) Reed—Solomon code can correct ¢ symbol errors, it is
enough to prove that every pair of codewords in the code differ from each other in at
least 2¢ + 1 places. This is because, if this is true, then changing any ¢ components
of any codeword will produce a word that is different from the correct codeword in ¢
components and is different from every other codeword in at least # 4+ 1 components. If
at most ¢ errors occur, then choosing the codeword that differs from the noisy senseword
in the fewest number of components will recover the correct codeword. If each symbol
of the senseword is more likely to be correct than to be in error, then choosing the
codeword that differs from the senseword in the fewest places will recover the most
likely codeword and will minimize the probability of decoding error.

Theorem 10.1.2 An (n,n — 2t) Reed—Solomon code can correct t symbol errors.

Proof By definition of the code,
C=0 j=n-2t,n—-2t+1,...,n—1.

By linearity of the Fourier transform, the difference in two codewords (computed
componentwise) then must also have a spectrum that is zero forj =n — 2¢,...,n — 1
and so itself is a codeword. We only need to prove that no codeword has fewer than
2t 4+ 1 nonzero components unless it is zero in every component. Let

n—2t—1
CyH= Y Cy.
j=0
This is a polynomial of degree at most n — 2¢ — 1, so by the fundamental theorem of

algebra it has at most n — 2¢ — 1 zeros. Therefore,

Ci

n—1
l Z w I,
n J
Jj=0

1 .
-C(w™)
n

can be zero in at most n — 2t — 1 places, and so it is nonzero in at least 2¢ + 1 places.
This completes the proof of the theorem. |
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10.2 Codes constructed in a finite field

Reed—Solomon codes in the complex number system have symbols that are arbitrary
complex numbers and hence may require an infinite number of bits to represent exactly.
This leads to two concerns. One must consider how the code symbols are to be trans-
mitted through the channel, and one must consider the effects of numerical precision in
the encoder and decoder. Because of limited wordlength, questions of precision arise
in the computations of the encoder and decoder. In a large code, in which the number
of correctable errors ¢ is large, the precision difficulties encountered in inverting large
matrices in the decoder may cause the decoder calculations to collapse.

In addition to the question of computational precision, one must also consider the
question of what an error is, and this depends on how the code symbols are transmitted.
This question might be severe if analog pulse amplitude modulation were used in which
the components of the codeword are converted to analog signals for passage through
the channel, and then redigitized. There may be an error in the low-order bit of every
component of the codeword. This sort of error must be distinguished from the 7 “major”
errors that the code is designed to correct.

Rather than tackle these two problems head on, it has been found to be cleaner
and more elegant to simply step around the problems by using a different arithmetic
system in place of the complex field, an arithmetic system with only a finite number
of elements. As long as the data consist merely of bit packages, it does not matter
what arithmetic system is used by the encoder and decoder. We are free to invent any
definition of addition and multiplication, however artificial, as long as the theory of
Reed—Solomon codes is still valid in that number system.

Fortunately, there is a suitable system of arithmetic known as a Galois field . In gen-
eral, an algebraic field is a set of elements, called numbers or field elements, and a
definition of two operations, called “addition” and “multiplication” such that the formal
properties satisfied by the real arithmetic system are satisfied. This means that there are
two field elements O and 1 that satisfy a + 0 = a and a - 1 = a; the inverse operations
of subtraction and division are implicit in the definitions of addition and subtrac-
tion; and the rules of algebra known as commutativity, associativity, and distributivity
apply.

For each positive integer m, there is a Galois field called GF' (2™) that has 2" elements
init. The set of elements of GF (2™) can be represented as the set of m-bit binary numbers
(m-bit bytes). Thus, GF (256) consists of the 256 distinct eight-bit bytes, and GF (16)
consists of the sixteen distinct hexadecimal symbols represented as four-bit bytes. To
complete the description of the Galois field GF'(2"), we need to define addition and
multiplication. Addition is the easiest. It is defined as bit-by-bit modulo-two addition.
This is the same as bit-by-bit “exclusive-or”. For example, two of the elements of
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GF (16) are 1101 and 1110. Their addition is
(1101) 4+ (1110) = (0011).

Multiplication is more complicated to define. The multiplication in GF (2"") must be
consistent with addition in the sense that the distributive law

(a + b)c = ac + bc

holds for any a, b, and ¢ in GF (2™), where addition is a bit-by-bit exclusive-or. This
suggests that multiplication should have the structure of a shift and exclusive-or, rather
than the conventional structure of shift and add.

We may try to define multiplication in accordance with the following product:

1 110
1 1 01
1 110
0 0 0O
1 110
1 110
1 00 01 1 O0

where the addition is GF (2) addition (exclusive or). However, the arithmetic system
must be closed under multiplication. The product of two elements of GF (2") must
produce another element of GF(2™); the wordlength must not increase beyond m
bits. The product of two m-bit numbers must produce an m-bit number. If a shift and
exclusive-or structure is the right definition for the multiplier, then we also need a rule
for folding back the overflow bits into the m bits of the product. The trick is to define
the overflow rule so that division is meaningful. This requires that » = ¢ whenever
ab = ac and a is nonzero. The overflow rule will be constructed in terms of polynomial
division.

Let p(x) be an irreducible polynomial over GF (2) of degree m. This means that p(x)
can have only coefficients equal to zero or one, and that p(x) cannot be factored into
the product of two smaller nontrivial polynomials over GF (2). Factoring p(x) means
writing

p() = pV0)p@ ()

where polynomial multiplication uses modulo-two arithmetic on the coefficients.
Multiplication of two elements a and b in GF (2™) to produce the element ¢ = ab
is defined as a polynomial multiplication modulo the irreducible polynomial p(x).
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Let a and b be numbers in GF (2™). These are m-bit binary numbers with the binary
representations

a = (ap,...,an-1)

b= (bo,...,bu-1).

They also have the polynomial representations
m—1

alx) = Z a;x'
i=0

m—1 ‘
b(x) = Z bix'
i=0

where a; and b; are the ith bits of a and b, respectively. Then the product is defined as
the sequence of coefficients of the polynomial

c(x) = a(x)b(x) (mod p(x)).

Because the coefficients are added and multiplied by the bit operations of GF'(2), the
polynomial product is equivalent to the shift and exclusive-or operations mentioned
before. The modulo p(x) operation specifies the rule for folding overflow bits back into
the m bits of the field element. With this definition of multiplication and the earlier
definition of addition, the description of the Galois field GF (2™) is complete.

Because the polynomial p(x) is an irreducible polynomial, division will always exist,
although we do not prove this fact in this book. Existence of the division operation means
that the equation ax = b has only one solution denoted b/a, provided a is not zero.

As an example of a Galois field, we will construct GF (2*). The elements are the set
of four-bit bytes

GF (2*) = {0000,0001,0010, ..., 1111}

and addition of two elements is bit-by-bit modulo-two addition. To define multiplica-
tion, we use the polynomial

px) =xt+x+1.
To verify that this polynomial is irreducible, we can observe that p(x) must have either

a first-degree factor or a second-degree factor if it is reducible, then check that x, x 4 1,
x% + 1, x> + x + 1 are not factors. There are no other possibilities.
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Thus, to multiply, say, 0101 by 1011, we represent these by the polynomials a(x) =
x% + 1 and b(x) = x> + x + 1 and write

c@) =@+ D@ +x+1)  (modp(x))
= +x2+x+1  (modx*+x+1).

The modulo p(x) operation consists of division by p(x), keeping only the remainder
polynomial. Carrying out the division for the sample calculation gives

cx) =1

which is the polynomial representation for binary 0001, so we have the product in
GF(16)

(0101)(1011) = (0001).

Because the product happens to be equal to 1, this example also tells us how to divide
in GF(16). We see that

010D~ = (1011)

because (0101)~! is defined to be the field element for which (0101)~1(0101) = 1.
Likewise,

1011~ = (0101).

To divide by 0101 we multiply by 1011, while to divide by 1011 we multiply by 0101.
For example

(0110)
(1011)

= (0110)(0101)
= (1101)

where the product is calculated as already described.
Division will be possible for every field element a, if a~! exists for every a. The
inverse ! is the value of b that solves

ab=1.

This equation always has a solution (except when a = 0) if p(x) is chosen to have no
polynomial factors. This is why p(x) was chosen in the definition to be an irreducible
polynomial.
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Although the multiplication and division rules of a Galois field may be unfamiliar,
logic circuits or computer subroutines to implement them are straightforward. One
could even build a programmable computer with Galois field arithmetic as primitive
instructions.

Algebraic manipulations in the Galois field GF (2"") behave very much like manip-
ulation in the fields more usually encountered in engineering problems such as the real
field or the complex field, although we will not take the trouble to verify this. The
conventional algebraic properties of associativity, commutativity, and distributivity all
hold. Methods of solving linear systems of equations are valid, including matrix alge-
bra, determinants, and so forth. There is even a discrete Fourier transform in the finite
field GF(2™) and it has all the familiar properties of the discrete Fourier transform.
The Fourier transform is particularly important to our purposes because it is the basis
of the definition of the Reed—Solomon code.

Let w be an element of order n in GF (2™). That is, ®" = 1, and no smaller power of
w equals 1. (Such an w exists only if n divides 2™ — 1; consequently n cannot be even.)
Then

n—1

\Q:Za)ijvi j=0,...,n—1
i=0
n—1

vi=2w_’j‘/j i=0,....,n—1
j=0

are the equations of the discrete Fourier transform and the inverse Fourier transform.
The equations look quite familiar, but the product and sums they express are products
and sums in the Galois field GF(2™). The only exception is in the exponent of w.
Integers in the exponent are conventional integers: " means @ multiplied by itself
r — 1 times. The factor n~! that normally appears in the inverse Fourier transform is
always equal to 1 in a Fourier transform in GF(2") and so is omitted. This point is a
consequence of the fact that 1 + 1 = 0 in such fields, and 7 is always equal to the sum
of an odd number of ones.

The proof that the equation for the inverse Fourier transform does indeed produce v;
is exactly the same as the proof in the complex number system. To verify the inverse
Fourier transform, first notice that

l+o4+®+ 4" Hl-w)=1-0"=0

because w has order n. But this means that the first term on the left must equal zero
because 1 — w does not equal zero. The same argument applies to ¥ for any distinct i
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and j because o'~/ has order that divides n. Consequently

n—1
S ik =0
k=0

unless i — j = 0, in which case the sum is equal to 1. Finally
n—1 n—1 n—1 n—1
Lot [Sotu| = Su o=
k=0 i=0 =0 k=0

i

which verifies the inverse Fourier transform.
As an example of a Fourier transform, in GF (16) the element (1000), represented
by the polynomial x3, has order 5. Hence, we have a five-point Fourier transform

4
Vi=Y olu j=0,....4
i=0

with @ = 1000. If v = (0001, 0010, 0011, 0100, 0101), then

Vo 1 1 1 1 17]7[ooo1
Vi 1 o o & o 0010
Vol=|1 o* o* o' o ||0011
V3 1 & o' o »*|]0100
V4 1 o & o o'||0101

We can carry out these calculations with the aid of a multiplication table for GF (16).
Alternatively, we can express the computation in the polynomial representation with @
represented by the polynomial x3. The equation then becomes

Vo(x) 1 1 1 1 1 1
Vix) 1 2 2 X0 X% |x
Vo) [ =11 x0 x12 X3 X x+1 (modx4+x+1)
Vi3 (x) 1 2 ¥ X2 x® x2
Va(x) |1 X2 X X0 N3 41

1

X 4+x? 41

= x> +x
X424 1
_x3+x
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Consequently,

Vo 0001

Vi 1101

Vo | = 11010

V3 1101

Va4 1010

by the rules of arithmetic in GF (16).

There is one way in which the topic of Fourier transforms in GF (2™) differs from
those in the complex field. In the complex field, there is a discrete Fourier transform
of every blocklength because @ = e /2"/" exists in the complex field for every n.
In GF(2™), only a few blocklengths have Fourier transforms because an element
of order n does not exist for every n. Specifically, there is a Fourier transform of
blocklength n in GF (2™) if and only if n divides 2™ — 1.

Now we are ready to look at Reed—Solomon codes in GF(2™). Nothing in the
definition of Reed—Solomon codes is unique to the complex field. We can use the
same definition in GF(2™). Definition 10.1.1 applies, but with the understanding
that the computations are in the field GF(2™). To define the Reed—Solomon code
of blocklength 7, one needs a Fourier transform of blocklength n. Thus, we can con-
struct a Reed—Solomon code of blocklength n in GF(2™) if and only if n divides
2™ — 1 because a Fourier transform of blocklength n exists if and only if n divides
2" — 1.

For example, in GF (2%), we can choose n = 7. If we construct GF (23) using the
irreducible polynomial p(x) = x* 4+ x + 1, then the element & = (010) has order 7. To
verify this, we can compute the powers of w

w = (010)
o® = (100)
> = (011)
ot = (110)
o = (111)
o® = (101)
o’ = (001).

Then, using this w as the kernel of the Fourier transform, we can construct the (7, 7—2t)
Reed-Solomon code in GF(2?) for any value of 7 provided 7 — 2¢ is nonnegative. In
particular, we can construct a (7,5) single-error-correcting Reed—Solomon code in
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GF (2°). The generator polynomial is

g = (x — 0)(x — )
=x2—|-(a)—i-a)z)x—i-a)3
= x? + w*x + »
= (001)x? + (110)x + (011)

which can be used to encode the data into the set of codewords. This generator
polynomial is not the same as the polynomial

g0 = (x — @) (x — @)

called for by Definition 10.1.1. However, by the translation properties of the Fourier
transform, it gives an equivalent, but different, Reed—Solomon code.

Figure 10.3 shows some of the codewords in the (7, 5) Reed—Solomon code using an
octal notation for the seven components of the codewords. The Fourier transform of each

00 00 O0 OO O
0 0 0 O0 1 6 3
00 0 0 2 7 6
0 0 0 0 3 1 5

L]

L]

L]
00 o010 11
o0 o0 117 2
00 0 1 2 6 7
00 0 1 3 0 4

L]

L]

L]
00 07 07 7
00 0 7 1 1 4
00 0 7 2 0 1
0 0 0 7 3 6 2

L]

L]
001 00 7 3
0010110
00 1 0 2 0 5
0 01 0 3 6 6

L]

L]

Figure 10.3. The (7,5) Reed—Solomon code.
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codeword has components C; and C, equal to zero. In all, there are 8> (about 32,000)
codewords in the (7,5) Reed—Solomon code, so it is pointless and impractical to list
them all even for this small code. In a larger Reed—Solomon code such as a (255, 223)
Reed-Solomon code over GF(256), the number of codewords is astronomical. The
encoder and decoder, however, have no need for an explicit list of codewords. Specific
codewords are easily computed as needed.

10.3 Decoding of block codes

A practical Reed—Solomon decoder cannot exhaustively compare the senseword
directly to every codeword to determine which codeword is at minimum Hamming
distance from the senseword. An efficient computational procedure to find the correct
codeword is needed. Specifically, a computational procedure is needed to find the error
word e with the smallest number of nonzero components whose Fourier transform has
2t components Ej for j = n — 2t,...,n — 1 that agree with that set of 2/ components
of the senseword. The codeword is then found by subtracting this error word from the
senseword. The procedure that we shall derive is predicated on the assumption that
there is such an error word e with at most # nonzero components because this is the
error-correcting capability of the code. (If there are more than ¢ errors, the decoder is
not able, nor expected, to correct the senseword.)

The codeword c is transmitted and some symbol errors are made. The senseword v is
received and, if there are not more than ¢ errors, the senseword must be corrected. Thus,
the channel errors are represented by the vector e, which is assumed to be nonzero in
not more than 7 places. The senseword v is written componentwise as

vi=ci+e 1=0,...,n—1.

The decoder must process the senseword v so as to remove the error word e; the data
symbols are then recovered from c¢. The senseword v is a noisy codeword and has a
Fourier transform

n—1
Vj:Zwijvi j=0,...,n—1
i=0

with components V; = C; + Ej forj = 0,...,n — 1. But, by construction of a Reed—
Solomon code,

Ci=0 j=n—-2t,...,n—1.
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Hence
Vi=E j=n-2t,...,n—1.

This block of 2¢ components of V gives us a window through which we can look at 2¢
of the n components of E, the transform of the error pattern e. The decoder must find
all n components of E given that segment consisting of 2¢ consecutive components
of E, and the additional information that at most ¢t components of the time-domain
error pattern e are nonzero. Once E is known, the computation is trivial because the
relationship C; = V; — E; recovers C. From C one can compute ¢. The data symbols
are then recovered easily in various ways depending on the method of encoding.

To find a procedure to so compute E, we will use properties of the Fourier transform.
Suppose for the moment that there exists a polynomial A (x) of degree at most ¢ and
with Ag = 1 such that

AWE®X) =0 (modx" — 1)

where
n—1

E(x) =) Epx.
j=0

The polynomial product is equivalent to a cyclic convolution. Using the defining
property of A(x) we can rewrite the coefficients of the polynomial product as

t
AOEj+ZAkEj—k=0 j=0,...,n—1
k=1

or, because Ag =1,

t
Ej=-Y AE_; j=0.....n—1L
k=1

This equation may be recognized as a description of the kind of filter known as an
autoregressive filter with t taps. It defines component E; in terms of the preceding ¢

components E;_1,...,E;_,. But we know 2t components of E so by setting in turn
j=n—t,...,n— 1, we can write down the following set of n — 1 equations
En— = —MEj—1 —MEp2 —-- —NEpy

Ei 1 = —ME —NoEy 1 — —ANEp21

E,4 = —MNE,» —AoE,_3 - =NEy 4.
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There are t equations here, linear in the unknown components A of A and involving
only known components of E. Hence, provided there is a solution, we can find A by
solving this system of linear equations. The solution will give the polynomial A (x)
that was assumed earlier. As long as the linear system of equations has a solution, the
introduction of the polynomial A(x) is meaningful. Once A(x) is known, all other
values of E can be obtained by recursive computation using the equation

t
Ej=-Y AE_; j=0.....n—2—1
k=1

recalling that the indices are modulo 7.

The development of the decoding procedure is now complete provided that the system
of linear equations can be inverted. We must verify that at least one solution to the
system of equations will always exist if there are at most ¢ errors. We know that there
cannot be more than one solution by our geometrical reasoning earlier. Suppose that
there are v < t nonzero errors at locations with indices iy for £ = 1,..., v. Define the
polynomial A (x) by

A) = ]_[(1 — xa't)
=1

which has degree at most # and Ag = 1. We shall show that this polynomial, which is
known as the error-locator polynomial, is the polynomial that we have assumed exists.
The zeros of the error-locator polynomial “locate” the errors, and a decoder that first
finds the error-locator polynomial is called a locator decoder. The vector A of length
n whose components A; are coefficients of the polynomial A(x) (padded with n — v
zeros) has an inverse Fourier transform

1 n—1
ri=-) Aol
i n Z jw
j=0
This can be obtained from A (x) by evaluating A(x) atx = ™!, That is,

1 i
A= —Aw™).
n

Therefore

1 v
A= — 1_[(1 —ow ')

n

=1

which is zero if and only if i = i, for some ¢, where the iy for £ = 1,...,v index
the nonzero components of e. That is, in the time domain, A;e; = O for all i. There-
fore, because a product in the time domain corresponds to a cyclic convolution in the
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frequency domain, we see that the convolution in the frequency domain is equal to zero
AxE =0.

Hence, a polynomial A (x) solving the cyclic convolution equation A (x)E(x) = 0 does
exist because the error-locator polynomial is such a polynomial. Thus the decoding
procedure is sound.

The decoding procedure that we have now developed requires solution of the matrix-
vector equation

En—t—l En—t—2 to En—2t A1 En—t
En—t En—t—l to En—2t+1 Ar En—l+1
En—2 En—3 e En—t—l At En—l

A straightforward way to solve the equation is to compute the matrix inverse. The
matrix, however, is a special kind of matrix known as a Toeplitz matrix, because the
elements in any subdiagonal are equal. The computational problem is one of inverting
a Toeplitz system of equations. This kind of computational problem arises frequently
in the subject of signal processing, as in the decoding of Reed—Solomon codes, in the
design of autoregressive filters, and in spectral analysis. To invert a Toeplitz system
of equations, special fast algorithms — which we shall not study — are commonly used
because they are computationally more efficient than computing the matrix inverse by
a general method.

10.4

Performance of block codes

A decoder for a block code with minimum distance 2¢ + 1 can correct all error patterns
containing ¢ or fewer symbol errors, and there will be at least one pattern with -+ 1 errors
that cannot be corrected properly. There may be some error patterns with more than ¢
errors that could be corrected properly, but this is rarely done in practice. A decoder that
decodes only up to a fixed number of errors, say ¢ errors, is called a bounded-distance
decoder. When there are more than ¢ errors, the decoder will sometimes miscorrect
the codeword, and sometimes flag the codeword as uncorrectable. The user, depending
on this application, may or may not consider a flagged erroneous message (a decoding
failure) as less serious than an unflagged erroneous message (a decoding error).

The decoding task can be described geometrically. Regard each codeword to have
a sphere of radius ¢t drawn around it. Each sphere encompasses all of the sensewords
within distance ¢ of that codeword. They will be decoded into that codeword. Between
the many decoding spheres lie many other sensewords that do not lie within distance ¢
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of any codeword and so are not decoded. Correspondingly, the computations of locator
decoding for correcting  errors in a Reed—Solomon codeword involve matrix operations
as discussed in Section 10.2, but when there are more than ¢ errors the computations
lose the clean structure of matrix operations and are impractical. When more than ¢
errors occur, the senseword will often lie between the decoding spheres and then the
decoder can declare that it has an uncorrectable message. Occasionally, however, the
error pattern is such that the senseword will actually lie within the decoding sphere of
an incorrect codeword. Then the decoder makes a decoding error. Hence, the decoder
output can be either the correct message, an incorrect message, or a decoding default
(an erased message). An incorrect message will contain incorrect symbols, but also
may contain many correct symbols, though such a message is rarely of value to the
recipient.

We shall study the performance of codes when used with a discrete memoryless
channel described by a probability of symbol error at the channel output. When used
with a discrete channel, the performance of the code is expressed in terms of the
probability of an error at the output of the decoder as a function of the probability of
symbol error of the channel. We may be interested in the probability of block decoding
error, the probability of symbol decoding error, or the probability of decoding default.
Because not all symbols need be wrong in a wrong message, the probability of symbol
error will usually be smaller than the probability of block error. Because all symbols are
usually rejected when a message is found to be undecidable, the probability of symbol
decoding failure is usually the same as the probability of message decoding failure.

There are three regions into which the senseword can fall. The probability of correct
decoding is the probability that the senseword lies in the decoding sphere about the
transmitted codeword. The probability of incorrect decoding is the probability that the
senseword lies in any decoding sphere about any other codeword. The probability of
decoding default is the probability that the senseword lies in the space between spheres.
The sum of these three probabilities equals one, so formulas for only two of them are
needed. In some applications, decoder defaults are treated differently from incorrect
outputs, so the probability of decoding error is equal to the probability of incorrect
decoding. In other applications there is no distinction and the probability of error is
equal to the sum of the probability of decoding error and the probability of failure.

The discrete channels that we consider are the M-ary symmetric channels that make
independent symbol errors with probability p, in each component. The probability that v
errors lie within a particular subset consisting of v symbols and the other n — v symbols
are error-free is (1 — p,)" "p,. Conditional on a particular transmitted codeword,
a particular senseword with v errors has probability (1 — p.)" "V (p./(M — 1))" of
occurring. The decoder will decode every senseword to the closest codeword provided
that it is within distance ¢ of that codeword. Otherwise there is a decoding default.

For a linear code such as a Hamming code or a Reed—Solomon code, we can analyze
the performance conditional on the all-zero word being transmitted. This is because the
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linear structure of the code ensures that the geometric configuration of the codewords
will look the same as viewed by any codeword. Every codeword will have the same
conditional probability of error. Therefore, the probability of error conditional on the
all-zero word being transmitted is equal to the unconditional probability of error.

The computation of the probability of decoding error is quite tedious. This can
be seen by referring to Figure 10.4. The probabilities of all words lying in all spheres
other than the central sphere must be summed; the probabilities of points lying between
spheres must not be included in the sum. To count up only the points within the spheres
is a complicated combinatorial procedure, which we do not give in this book. The
probability of correct decoding, on the other hand, is easy to compute.

Theorem 10.4.1 A decoder for a t-error-correcting code used with a memoryless
channel has a probability of correct block decoding given by

t
L=pen =Y () Pt =po"™".

=0

1.0
—1
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o 1072
T
o
e Uncoded
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4 0 4 8 12 16

Figure 10.4. Tllustrating the notion of coding gain.
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’2) ways that the £ places with errors can be selected; each occurs

with probability pf;(l — pe)"~¢. The theorem follows. |

Proof There are (

Although the theorem holds for any channel alphabet size, only the probability of
channel error enters the formula. It does not matter how this probability of symbol error
is divided among the individual symbols.

We may study the performance of the code when it is used on an additive gaussian
noise channel. Then we may express the performance of the code in terms of the
probability of symbol error at the output of the channel as a function of Ej /Ny of the
channel waveform. Convention requires that E}, is the average energy per information
bit. This is n/k larger than the energy per channel bit because the energy in the check
symbols is divided among the information bits in this calculation.

When a decoder is used with a demodulator for a gaussian noise channel, the decoder
is called a hard-decision decoder if the output of the demodulator is simply a demod-
ulated symbol. Sometimes the demodulator passes other data to the decoder such as
the digitized output of the matched filters. Then the decoder is called a soft-decision
decoder.

When used in conjunction with a demodulator for an additive gaussian noise channel,
the performance of the code is described by a quantity known as the coding gain.
The coding gain is defined as the difference between the Ej /Ny required to achieve a
performance specification, usually probability of error, with the code and without the
code. Figure 10.4 illustrates the coding gain with BPSK as the uncoded reference. The
binary code used for this illustration is a code known as the Golay (23, 12) triple-error-
correcting code. The figure shows that at a bit-error-rate of 107>, the Golay code has a
coding gain of 2.1 dB.

It is natural to ask if the coding gain can be increased indefinitely by devising better
codes. As shown in Chapter 11, we cannot signal at any Ej/Ng smaller than —1.6 dB, so
there is a very definite negative answer to this question. At a bit error rate of 10~>, the
maximum coding gain relative to BPSK of any coding system whatsoever is 11.2 dB.
If, moreover, a hard-decision BPSK demodulator is used, then a soft-decision decoder
is inappropriate, and 2 dB of coding gain is not available. Then the maximum coding
gain is 9.2 dB. Figure 10.5 shows the regions in which all coding gains must lie.

Simple analytic expressions for the coding gain are not known. The coding gain
must be evaluated numerically for each code of interest. In contrast, the asymptotic
coding gain given in the next definition has a simple definition but does not have as
clear-cut a meaning. It is an approximation to the coding gain in the limit as Ej /Ny
goes to infinity and for # small compared to n. The asymptotic coding gain sharpens our
understanding but should be used with great care because of the approximate analysis,
which is sometimes meaningless, and because we are usually interested in moderate
values of Ej,/Np.



372
—

Codes for data transmission

1.0
107 \i
Q 1072 ; ; B
© = =
T = =
L% = = Uncoded
p = = BPSK
D 408 = = <
E E Shannon
1074 = = = Limit
S E
= = Hard-Decision
= =1 | Demodulation
10—5 = =
-4 0 4 8 12 16
-16 04 E,/ Ny dB

Figure 10.5. Regions of possible coding gain.

Definition 10.4.2 A t-error-correcting block code of rate R has an asymptotic coding
gain of

G,=R(t+1)
when used with a hard-decision decoder, and
G=RQ2t+1)

when used with a soft-decision decoder.

The motivation for the definitions of asymptotic coding gain is a pair of approximate
analyses that are valid asymptotically for large signal-to-noise ratios and if ¢ is small
compared to n. Let p, denote the probability of bit error at the output of the hard-
decision BPSK demodulator. Let p,,, denote the probability of not decoding the block
correctly, either because of block decoding error or because of block decoding default.



373

10.4 Performance of block codes

Then, starting with Theorem 10.4.1,

pn= Y. (5)pbca—por

{=t+1

- n t+1
N<t+1>pe

t+1
(Vo [
N(tﬂ)[Q( No )}

using the expression for the probability of error of BPSK and recalling that the energy
in each code bit is RE},. For large x, Q(x) behaves like e/ 2 so for large x, [Q(x)]* ~
Q(x4/s). Therefore,

N(n) Rt 12Eb
Pem ~ l‘—l—lQ (+)N_O

Asymptotically as Ej,/Ng goes to infinity, the argument of Q is as if £, were amplified
by R(t + 1) — hence the term “asymptotic coding gain”. However, the approximate
analysis is meaningful only if the binomial coefficient appearing as a multiplier is of
second-order importance. This means that ¢ must be small compared to n. In this case,
we may also write the asymptotic approximation

Dem ~ e RminEp/2No

to express the approximate asymptotic behavior of hard-decision decoding as a function
of E;/Ny.

For a soft-decision decoder, the motivation for defining asymptotic coding gain is
an argument based on minimum euclidean distance between codewords. Suppose that
there are two codewords at Hamming distance 27 + 1. Then in euclidean distance they
are separated by (2¢ + 1)RE}. By the methods of Chapter 3, the probability of decoding
error, conditional on the premise that one of these two words was transmitted, is

~ R(2t 1@
Dem ~ Q ( +)N0 .

If the linear code has Ny, nearest codeword neighbors at distance 2 + 1 from each
codeword, then the union bound dictates that the probability of error can be at most
N; . times larger:

min

2E),
DPem =~ NdminQ RQ2t+1)—].
No
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Again, for large E} /Ny, the argument of the function Q(x) is as if E;, were amplified by
R(2t+ 1), and again the term “asymptotic coding gain” describes this. The significance
of this term, however, requires that the number of nearest neighbors Ny . is not so
exponentially large that it offsets the exponentially small behavior of Q(x). In this
case, we may again write an asymptotic approximation

pem ~ e_RdminEb/N()

to express the asymptotic behavior in Ej, / Ny of soft-decision decoding. However, in any
particular case, it is difficult to know whether N, . plays a critical role in determining
the order-of-magnitude of pey,.

min

10.5 Convolutional codes for data transmission

In contrast to a block code for data transmission, which encodes a block of £ data
symbols into a block of n codeword symbols, is a tree code for data transmission,
which encodes a stream of data symbols into a stream of codeword symbols. The
stream of data symbols has no predetermined length. A data sequence is shifted into
the encoder beginning at time zero and continuing indefinitely into the future, and a
sequence of code symbols is shifted out of the encoder. We are interested in those
tree codes for which the encoder is a finite-state machine whose state depends only
on the past mk data symbols for some constants m and k. Such a tree code is called a
trellis code because the codewords of such a code can be described by a labeled trellis.
The trellis is a compact way to display the codewords of a trellis code. We saw the
Ungerboeck codes as examples of trellis codes in Section 9.4. In this section we shall
study the convolutional codes as another example of trellis codes.

The stream of data symbols entering the canonical encoder for a trellis code is broken
into segments of k symbols each, called dataframes. The encoder can store the past
m dataframes of the datastream. During each frame time, a new dataframe enters the
encoder and the oldest dataframe is discarded by the encoder. At the end of any frame
time the encoder has stored the most recent m dataframes; a total of mk data symbols.
We can regard these data symbols as stored in an mk-stage shift register with memory
cells corresponding to the symbol alphabet. At the beginning of a frame, the encoder
knows only the new incoming dataframe and the m previously stored dataframes. From
these k (m+-1) data symbols, the encoder computes a single codeword frame, n symbols
in length by means of a fixed encoding function. This codeword frame is shifted out
of the encoder as the next dataframe is shifted in. Hence the channel must transmit n
codeword symbols for each k data symbols. The rate R of the trellis code is defined as
R = k/n. The constraint length v of the convolutional code is defined as the number
of memory cells needed by a minimal encoder — that is, an encoder with the fewest
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memory cells. The constraint length satisfies v < mk, the inequality occurring in codes
for which it is not necessary to retain all mk input symbols. The codewords of the trellis
code are the infinitely long sequences that can be produced by the encoder. These are
the sequences that can be read along the paths through the trellis describing the code.

A special kind of trellis code is a convolutional code, which is the only kind of
code we shall study in this section. A convolutional code is a trellis code over a Galois
field with a linearity property on the codewords. If ¢ and ¢’ are two codewords of a
convolutional code — that is, two infinitely long sequences that can be generated by the
encoder — and o and B are any elements of the field of the code, then ac + B¢’ is also a
codeword. The linear combination a¢ + B¢’ is to be understood as the infinite sequence
ac; + Bc; fori = 0,.... A convolutional code also has a shift-invariance property as
do all trellis codes because the encoding rule depends only on the most recent mk data
symbols. Convolutional codes are in common use for data transmission because of their
simple structure and because — as a direct consequence of the linearity property — the
codewords can be generated by the convolutions of finite-impulse-response filters in a
Galois field, usually GF (2).

A convolutional code is a set of codewords. The code itself should not be confused
with the encoder for the convolutional code. Accordingly, we shall develop the structure
of a convolutional code by starting with the trellis definition of the code, then finding
encoders to fit the trellis and its labels. A simple example of a labeled trellis for a binary
convolutional code with k = 1, n = 2, and m = 2 is shown in Figure 10.6. There are
four states (denoted S, S1, S2, S3) corresponding to the four possible two-bit patterns in
the encoder memory. Every node of the trellis must have two branches leaving it so that
one branch can be assigned to data bit zero and one branch can be assigned to data bit
one. Each branch leads to the new state caused by that input bit. Each branch is labeled
with the pair of codeword bits that will be generated if that branch is transversed. The
convolutional code is the set of all semi-infinite binary words that may be read off by
following any path through the trellis and reading the code bits as they are passed.
The labeled trellis defines a linear code — and hence a convolutional code — because
the GF(2) sum of the symbol sequences along any pair of paths is another symbol
sequence on another path.

S3 0 © 10 10 10 10 10

Figure 10.6. Trellis diagram for a convolutional code with constraint length 2.
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To use the code requires an encoder. This means that at each node we must specify
which branch is assigned to represent a data bit zero and which branch is assigned
to represent a data bit one. In principle, this assignment is completely arbitrary, but
in practice we want a rule that is easy to implement. We shall describe two encoders
for this code, one that uses a two-bit feedforward shift register and is a nonsystematic
encoder, and one that uses a two-bit feedback shift register and is a systematic encoder.
In either case, the state corresponds to the two bits in the shift register and the encoder
produces the same pair of code bits that label the trellis in Figure 10.6. The assignment
of data bits to branches is what makes the encoders different.

To design an encoder that uses a feedforward shift register, we augment the trellis
diagram as shown in Figure 10.7. The states are labeled with the contents of the shift
register which, by assumption, are the two most recent data bits. The states are assigned
to the trellis by placing the four two-bit patterns at the left of the trellis, the most recent
bit to the left. Once this assignment of states is made, a correspondence is established
between each specific value of the incoming data bit and one of the branches. This
correspondence is explicitly recorded by attaching that data bit value as another label
to each branch in Figure 10.7. The data bit on a branch is the input to the encoder,
and the pair of code bits on the branch is the output of the encoder. The code bits can
be regarded as a function of the two state bits and the incoming data bit. A circuit
that implements the required binary logic is shown at the left in Figure 10.8. With this
encoder, an arbitrary binary datastream is shifted into the encoder and the appropriate
codestream is shifted out — two output code bits for each input data bit.

If there are no errors, the datastream is recovered by the circuit on the right side of
Figure 10.8. The shift register circuit mimics the GF (2) polynomial arithmetic given by

x4+ D+ a4+ DHE*+1D) = 1.

o/10 , 0/10 , 0/10 , 0/10 , O/10 , O/10 , O/10 , O/10 , ..,
0/1 0/1 0/11 0/1 0/1 0/1

1/11 11 11

1/00 /00%_ 1/00
0/1&‘0/1&0/10
0/01,0/01 7~ 0/01
0/017\ 0/017\ 0/ 01

01

11

1/10 ~ 1/10  1/10 1/10 1/10 1/10

Most
Recent
Input

Figure 10.7. Trellis diagram annotated for a nonsystematic encoder.
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Figure 10.8. Application of a nonsystematic convolutional encoder.
State
00 0/00 , 0/00, 0/00 ,0/00 ,0/00 ,0/00 0/00,0/00 , ..
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1/1 0
N\
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Figure 10.9. Trellis diagram annotated for a systematic encoder.
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Figure 10.10. Application of a systematic convolutional encoder.

If there are errors, they are first corrected provided the error-correcting ability of the

code has not been exceeded.

To design an alternative encoder that is systematic, we inspect the trellis of
Figure 10.6 from a different point of view. On the pair of branches out of each node,
the first bit of the label takes on each possible value, so we assign branches so that
the first code bit is equal to the data bit. This leads to the trellis of Figure 10.9 and the
encoder of Figure 10.10. The sets of codewords produced by the encoders of Figure 10.8
and Figure 10.10 are identical, but the way in which codewords represent data bits is

different.

Serial
Databits
to User
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Figure 10.11. An encoder for another systematic convolutional code.

Databits

Each encoder of our example uses two stages of memory and has four states in
the trellis. An encoder for a more general convolutional code would use v stages of
memory. Then there would be 2V states in the trellis for a binary code and ¢" states in
the trellis for a code with a g-ary alphabet. A convolutional code with constraint length
v = mk can be encoded by 7 sets of finite-impulse-response filters, each of the n sets
consisting of k finite-impulse-response filters in the Galois field GF (g).

If the convolutional code is binary, then the filters are composed of shift registers one
bit wide; the additions and multiplications are the modulo-two arithmetic of GF(2).
The input to the encoder is a stream of databits at a rate of k bits per unit time and
the output of the encoder is a stream of codebits to the channel at a rate of n bits per
unit time.

A second example of an encoder for a binary convolutional code, one with constraint
length five, is shown in Figure 10.11. This encoder is based on a feedforward shift
register and is a systematic encoder because the data bits appear unaltered. In general,
it is not possible to construct an encoder that is both systematic and uses a feedforward
shift register. It is, however, always possible to construct a systematic encoder that uses
a feedback shift register. We shall develop this statement by studying the structure of
convolutional codes in a more formal way.

A mathematical description of a convolutional code can be formulated in the language
of polynomial arithmetic. A polynomial of degree n — 1 over the field GF(gq) is a
mathematical expression

FO) =fo X"V fxX" 4 fix 4o

where the symbol x is an indeterminate, the coefficients f;,_1, ..., fo are elements of
GF(q), and the indices and exponents are integers.

A finite-impulse-response filter of length m can be represented by a polynomial of
degree at most m in the field of the filter. The coefficients of the polynomial are the taps of
the filter. These polynomials are called the generator polynomials of the convolutional
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code. The encoder shown in Figure 10.8 has the two generator polynomials
o) = x* +x+1

g1lx) = x>+ 1.

The generator polynomials can be arranged into a matrix of polynomials
Gx)=[x>+x+1 x>+1].

The encoder shown in Figure 10.11 has the two generator polynomials

go(x) =1

g1(x) =X+ +1.

These generator polynomials also can be arranged into a matrix of polynomials
Gx)=[1 X +x>+1].

In general, a convolutional encoder requires a total of kn generator polynomials
to describe it, the longest of which has degree m. Let g;(x) fori = 1,...,k and
j =1,...,nbe the set of generator polynomials. These can be put together in a k by n
matrix of polynomials, called the generator matrix, and given by

G() = [g5(™)].

A convolutional code with an n by k generator matrix is called an (n, k) convolutional
code. When £ is greater than one, some of the generator polynomials may be the zero
polynomial. Figure 10.12 shows an example of a (3,2) binary convolutional code that
has generator matrix

1 2 1
G(x)—|:0 1 x+x2:|'

Consider the input frame as k databits in parallel, and consider the sequence of input
frames as k sequences of databits in parallel. These may be represented by k data
polynomials a;(x) fori = 1,...,k; or as a row vector of such polynomials

a(x) = [ai(x),a2(x), ..., ar(x)].

If we break out the vector coefficients of the vector polynomials a(x), we can write
this as

2
a(x) = [aot, a0, . . .,ap] + [ai, a1z, ..., ailx + [azi, a2, ... axylx” + -+ .
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Figure 10.12. Encoder for a rate 2/3 convolutional code.

Each bracketed term displays one frame of input data symbols. Similarly the output
codeword can be represented by n codeword polynomials c;(x) forj = 1,...,n; or as
a vector of such polynomials

() =[e1(x), 2(x),. .., cn(0)].
The £th frame consists of the £th coefficients from each of these n polynomials. That is,
¢(x) = [co1, €02, - - ., con) + [e11, €12, - .l + [€12. 020, .o ConlX + -+

To form a serial stream of code symbols to pass through the channel, the coefficients
of the n codeword polynomials are interleaved.
The encoding operation can now be described compactly as a vector-matrix product

c(x) =ax)G(x)

with jth component given by the polynomial expression

k
() =Y ai(x)gyx).
i=1
The definition of constraint length can be expressed succinctly in terms of the matrix
of generator polynomials G (x). Given the matrix of generator polynomials G (x), the
constraint length of the convolutional code is

k
V= ijax[deg gii(]1.
i=1
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Other ways of measuring the memory duration in the convolutional code may be
defined, but are less useful.

A systematic generator matrix for a convolutional code is a matrix of polynomials
of the form

G() =[I:P ()]

where I is a k by k identity matrix, and P (x) is a k by (n — k) matrix of polynomials.

A generator matrix for a block code always can be put into a systematic form by
permutations of columns and elementary row operations. This is not possible in general
for a matrix of polynomials because the division of a polynomial by a polynomial is not
a polynomial in general. However, if we allow the matrix to include rational functions
of the form a(x)/b(x) as elements, then we can put the generator matrix into systematic
form. For example, the generator matrix

G =[*+1  x*+x+1]
is equivalent to the systematic generator matrix

x2—|-x+1:|

=1 1+-"

_ [ o ] |

What this means is that a systematic encoder exists, but it includes feedback in the
encoder due to the denominator x> 4 1. Inspection of the systematic generator matrix
shows how the encoder of Figure 10.10 was designed by laying out the feedback shift
register corresponding to the matrix entry

N)=14+——-.
g12(x) 21
Consequently, we have found a mathematical construction for passing between the two
encoders shown in Figure 10.8 and Figure 10.10.

A check matrix H (x) for a convolutional code is an (n—k) by n matrix of polynomials
that satisfies

GX)H! =o0.

If G(x) is a systematic generator matrix, a polynomial check matrix can be written
down immediately as

H) =[-PW': 1]
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where I here is a (n — k) by (n — k) identity matrix. It is straightforward to verify that
GWHX" =0.

We can always find a check matrix corresponding to any generator matrix by manip-
ulating G(x) into a systematic form (with rational functions) by permutations and
elementary row operations, writing down the corresponding systematic check matrix,
then multiplying out the denominators and inverting the permutations.

Just as for block codes, it is not correct to speak of systematic convolutional codes
because the code exists independently of the method of encoding. It is only correct to
speak of systematic encoders for convolutional codes. Systematic encoders for convo-
lutional codes feel more satisfying because the data is visible in the encoded sequence
and can be read directly if no errors are made. However, unlike block codes, not every
convolutional code has a systematic convolutional encoder using only feedforward fil-
ters in the encoder. By using the feedback of polynomial division circuits, however,
one can build a systematic encoder for any convolutional code.

Codewords that have not been systematically encoded do not display the data directly
and must be designed so that the data can be recovered after the errors are corrected.
Moreover they must be designed so that an uncorrectable error pattern will only destroy
a finite amount of data. Let k = 1, so that the generator polynomials have only a single
index. Then

Gx) =[g1(x) g - gu(x)]

and

ci(x) =ax)gilx) j=1,...,n

At least one of the generator polynomials is not divisible by x because otherwise it
corresponds to a pointless delay in each filter.

Definition 10.5.1 An (n,1) convolutional code whose generator polynomials
g1(x), ..., gn(x) have greatest common divisor satisfying

GCD[g1(x),...,g.(0)] =1

is called a noncatastrophic convolutional code. Otherwise it is called a catastrophic
convolutional code. The greatest common divisor is the polynomial of largest degree
that divides g1(x), g2(x), ..., and g,(x).

The reason for the term “catastrophic code” and the reason for dismissing such codes
from further use lies in the fact that for such a code there are error patterns containing
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a finite number of channel errors that must produce an infinite number of errors in the
decoder output. Let

A(x) = GCD[g1(x), ..., gn(x)]

and consider the data polynomial a(x) = A@x)~! by which we mean the polynomial
obtained by formally dividing one by A(x). If A(x) is not equal to one, a(x) will have
infinite weight. But for each j, ¢j(x) = a(x)gj(x) has finite weight because A(x), a
factor of g;(x), cancels a(x). If a(x) is encoded and the channel makes a finite number
of errors, one in each place that one of the c¢j(x) is nonzero, the decoder will see all
zeros out of the channel and erroneously conclude that a(x) = 0, thereby making an
infinite number of errors.

For example, if g;(x) =x+ 1 and g2(x) = x% + 1, then GCD[g1(x),g2(0)]=x+1
over GF(2). Ifa(x) = 1 +x+x>+x> +---, thenc;(x) = 1, and c2(x) = 1 +x so the
codeword has weight 3. Only three channel errors can change the codeword into the
codeword for the all-zero dataword.

In the absence of errors, the datastream can be recovered from the codeword
of any noncatastrophic convolutional code by using a corollary to the euclidean
algorithm for polynomials. This corollary states that for any set of polynomials, if
GCD[g1(x), ..., gn(x)] = 1, then there exist polynomials b (x), . .., b,(x) satisfying

b1(x)g1(x) + - - + bp(x)gn(x) = 1.

If the data polynomial a(x) is encoded by
i) =ax)gix) j=1,...,n

we can recover a(x) by

a(x) = b1(x)cr(x) + -+ + bp(x)cp(x)

as is readily checked by simple substitution.
For example, in GF (2),

GCD[xX* + 2% +x+ 1% +x* +x] = 1,

so there must exist polynomials b1 (x) and b>(x) such that, in GF (2)
b))+ +x+ 1)+ b0 + x> +x) = 1.

These can be found to be

bix)=x*+x°+1
by(x) = x> + x>+ 1.
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A codeword composed of

c1(x) = (x5 +xX+x+ Da(x)
c(x) = (x6 +x%+ x)a(x)

with generator polynomials g; (x) = x> 4+ x> 4+ x + 1 and g»(x) = x® + x? + x can be
inverted with the aid of b1 (x) and b, (x)

c1@b1(x) + c2)br(x) = & + x> +x+ D+ 33 + Da)
+ O+ 2+ 00 +2%+ Dak)

=a(x).

A convolutional code corresponds to a set of coprime generator polynomials. It is
not hard to find arbitrary sets of coprime polynomials. What is hard is to find sets that
have good error-correcting ability.

10.6 Decoding of convolutional codes

When a convolutional codeword is passed through a channel, errors are made from time
to time in the codeword symbols. The decoder must correct these errors by processing
the senseword. However, the convolutional codeword is so long that the decoder can
observe only a part of it at one time. Although the codeword is effectively infinite in
length, all decoding decisions must be made on senseword segments of finite length.
No matter how one chops out a part of the senseword for the decoder to work with,
there may be useful information within other parts of the senseword that the decoder
does not yet see and, in a well designed system, usually does not need.

To develop a decoding procedure for a convolutional code, consider the task of
correcting errors in the first frame. If the first frame of the code can be corrected and
decoded, then the first frame of the datastream will be known. Because the code is linear,
the effect of the first dataframe on subsequent codeword frames can be computed and
subtracted from subsequent frames of the senseword. Then the problem of decoding the
second codeword frame is the same as was the problem of decoding the first codeword
frame. Continuing in this way, if the first j frames can be successfully corrected, then
the problem of decoding the (j 4 1)th frame is the same as the problem of decoding the
first frame. In this way, the decoder step by step regenerates frames of the codeword
from which the datastream can be computed.

A minimum Hamming distance decoder is a decoder that finds the codeword that
differs from a demodulated senseword in the fewest places. The following procedure,
which is somewhat analogous to a decision-feedback demodulator, gives in principle
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a good minimum-distance decoder for a convolutional code. Choose an integer b that
is sufficiently large. The integer b can be thought of as the width of a window through
which the initial segment of the senseword is viewed. Usually the decoder window
width is validated by computer simulation of the decoder. The decoder works with only
the first b symbols of the senseword. Generate the initial segment of length b of every
codeword and compare the first b symbols of the senseword to each of the codeword
segments. Select the codeword that is closest to the senseword in Hamming distance in
this segment. The first frame of the data sequence that produces the selected codeword
is chosen as the regenerated first frame of the decoder output. This data frame is then
re-encoded and subtracted from the senseword. The first n symbols of the senseword
are now discarded and n new symbols are shifted into the decoder. The process is then
repeated to find the next data frame.

The minimum-distance decoder would be quite complex if it were implemented in the
naive way described in the preceding paragraph. Just as was the case in demodulating
data in the presence of intersymbol interference, there is a great deal of structure in the
computation that can be exploited to obtain an efficient method of implementing the
minimum-distance decoder. The Viterbi algorithm is such an efficient method and can
be used to search the trellis. For implementing a minimum-Hamming-distance decoder,
the Viterbi algorithm uses Hamming distance in its computations.

At frame time b, the Viterbi algorithm determines the minimum-distance path to
each node in that frame. The decoder then examines all surviving paths to see that they
agree in the first frame. This frame defines a decoded data frame which is passed out
of the decoder. Next, the decoder drops the first frame and takes in a new frame of the
senseword for the next iteration. If again all surviving paths pass through the same node
of the oldest surviving frame, then this data frame is decoded. The process continues
in this way decoding frames indefinitely.

If b is chosen large enough, then a well-defined decision will almost always be made
at each frame time. If the chosen code is properly matched to the channel this decision
will very probably be the correct one. However, several things can go wrong. No
matter how large b is chosen, occasionally the surviving paths might not all go through
a common node in the current initial frame. This is a decoding failure or a decoding
default. The decoder can be designed to put out an indication of decoding default to
the user when this happens. Alternatively, the decoder can be designed to simply guess
a bit.

Sometimes, the decoder will reach a well-defined decision, but a wrong one. This
is a decoding error. It is usually rarer than a decoding default. When a decoding error
occurs, the decoder will necessarily follow this with additional decoding errors.

A dependent sequence of decoding errors is called an error event. Not only does one
want error events to be infrequent, but one wants their duration to be short when they
do occur. A decoder will recover from an error event if the code is a noncatastrophic
code, but a catastrophic code could have infinitely long error events.
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As an example, consider the rate one-half convolutional code with generator poly-
nomials g1 (x) = x2+x+1and &) = x% + 1. We choose a decoder with a decoding
window width b equal to 15. Suppose that the binary senseword is

v=01111010010100000000 ...

The development of the candidate paths through the trellis is shown in Figure 10.13.
At the third iteration, the decoder has already identified the shortest path to each node

Iteration 9
o o o
e o o
e o o
© 10 10 10 e o o

Q=01111001 01000000 QO ...

Iteration 3 Iteration 10

e e 0o 0 o 0 0 0 o o o e o o o

e e 0o 0 o 0 0 0 o o o e o o o

e e 0 0 o 0 0 0 o o o e o o o

e e 0 0 o 0 0 0 o o o e o o o

Iteration 4 Iteration 11

e e 0 0 o 0 0 0 o o o |e e e

e 0o 0 0 o 0 0 0 o o 2o o o

e e 0 0 o 0 0 0 o o 2| |e e e

e e 0 0 o 0 0 0 o o oo o o

Iteration 5

e o 0o o o o 0 o o 3

e o 0o 0 o 0 0 o o 3

e o 0o 0 o o 0 o o 2
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Figure 10.13. Sample of Viterbi algorithm.
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of the third frame. Then, at iteration r, the decoder finds the shortest path to each node
of the rth frame by extending the paths to each node of the (» — 1)th frame and keeping
the shortest path to each node. Whenever a tie occurs, as illustrated by the two ties at
iteration 7, the decoder either may break the tie by guessing or may keep both paths in
the tie. In the example, ties are retained until either they are eliminated or they reach
the end of the decoder. As the decoder penetrates into deeper frames, the earlier frames
reach the end of the decoder memory. If a path exists to only one node of the oldest frame,
the decoding is complete. If several paths exist, then an uncorrectable error pattern has
been detected. Either it can be flagged as a decoding default, or a guess can be made.
In the example, the data sequence has been decoded as

a=11110000 ...

because these are the data bits labeling the branches of the demodulated path through
the trellis.

The decoder shown symbolically in Figure 10.13 might look much different in its
actual implementation. For example, the active paths through the trellis could be repre-
sented by a table of four fifteen-bit numbers. At each iteration each fifteen-bit number
is used to form two sixteen-bit numbers by appending a zero and a one. This forms
eight sixteen-bit numbers forming four pairs of numbers and to each is attached the
discrepancy of the path. Within each pair, only the minimum-distance number is saved,
the other is discarded. Now the sixteen-bit numbers are shifted left by one bit to form
a new table of four fifteen-bit numbers and the iteration is complete.

As the decoder progresses through any frames, the accumulating discrepancies con-
tinue to increase. To avoid overflow problems, they must be reduced occasionally. A
simple procedure is periodically to subtract the smallest discrepancy from all of them.
This does not affect the choice of the maximum discrepancy.

The Viterbi algorithm contains a fixed decoding window width b, which is the sep-
aration between the frame entering the decoder and the frame leaving the decoder.
Technically, the optimum choice of b is unbounded because an optimum decision can-
not be made until the surviving paths to all states share a common initial subpath, and
this may take an arbitrarily long time. On occasion, however, little degradation occurs
when the algorithm chooses a fixed decoding window width b that is sufficiently large.
Moreover, there will always be imprecision in the channel model that makes overly
precise distinction meaningless.

10.7 Performance of convolutional codes

A convolutional code is used to correct errors at the channel output. However, a con-
volutional codeword is infinitely long in principle and a demodulator with a nonzero
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probability of symbol error, no matter how small, will make an infinite number of errors
in an infinitely long sequence. Thus, the convolutional decoder must correct an infinite
number of errors in an infinitely long codeword. We should think of these errors as
randomly, and sparsely, distributed along the codeword. The decoder begins working
at the beginning of the senseword and corrects errors as it comes to them. Occasionally,
by the nature of randomly distributed errors, there will be a cluster of errors that the
code is not powerful enough to correct. A segment of the decoder output will either
be incorrect, which we call an error event or undecodable, which we call a default or
erasure event. An error event consists of an interval in which the decoded output bits
appear to be normal but in fact are incorrect. A default event consists of an interval
in which the decoder realizes that the senseword contains too many errors and cannot
be corrected. The output bits in that interval are annotated to indicate that the interval
contains too many bit errors to be corrected. We can think of each bit during such an
event replaced by an erasure.

A decoder can be designed to reduce the number of error events by increasing the
number of erasure events. It does this by detecting that during some interval the apparent
number of errors to be corrected is unreasonable. For such a decoder we are interested
in computing both the probability of decoding error (bit or event) and the probability
of decoding erasure (bit or event); the sum of these two is the probability of decoding
failure.

After a decoding error or decoding default occurs, a well-designed system will even-
tually return to a state of correct decoding. Otherwise, if the onset of a decoding failure
can lead to a permanent state of failure, we say that the decoder is subject to infinite
error propagation. Infinite error propagation may be due to the choice of a catastrophic
set of generator polynomials, in which case it is called catastrophic error propagation.
Infinite error propagation might also be caused by deficiencies in the choice of decoding
algorithm, in which case it is called ordinary error propagation. A properly designed
system will avoid both of these defects.

Loosely, to specify the performance of a convolutional code, we specify the bit error
rate at the decoder output for some channel model, say an additive gaussian noise
channel at a specified value of E,/Ny. However, the task is deeper and more subtle
than this. First of all, we cannot completely separate the performance of the code from
the design of the decoder. Second, we need to distinguish between bit errors and bit
erasures whenever the decoder includes an erasure output.

We shall study the performance of a convolutional code by first studying the distance
structure of the code, then studying the relationship between the distance structure
and the probability of error. The simplest decoding rule to study is the minimum-
distance decoder with ties broken arbitrarily (which is the maximum-likelihood decoder
is gaussian noise), because then a bit is either correct or in error; erasures do not occur.
Two error probabilities are of interest. The probability of bit error p, (or the bit error
rate) is the limit, as £ goes to infinity, of the probability that the £th data bit at the output



389

10.7 Performance of convolutional codes

of the decoder is wrong. The probability of error event p,, is the limit, as £ goes to
infinity, of the probability that the decoder codeword lies along the wrong branch of the
trellis for the branch corresponding to the £th data bit (this is the £th branch if k = 1).
During an error event, some of the bits may be correct so p, < p,,. In fact for a typical
binary code we may presume that p, & % Pey under the argument that about half of the
bits are correct during an error event.

Although the definitions of the probability of bit error and the probability of error
event are precise, they may be difficult to compute. We will be satisfied with close
approximations. Further, it would be a rare user that would care about the precise
difference between a bit error and an event error. A chance correct bit embedded in an
error burst has little value.

The many notions of decoder performance can be discussed in terms of the distance
structure of the code, specifically in terms of the minimum distance of the code. A
convolutional code has many minimum distances determined by the length of initial
codeword segment over which minimum distance is measured. The distance measure
given next is defined such that if two codewords both decode into the same first data
frame, then they can be considered equivalent.

Definition 10.7.1 The £th minimum distance dy of a convolutional code is equal to
the smallest Hamming distance between any two initial codeword segments € frames
long that disagree in the initial frame. The nondecreasing sequence dy,dp, ds, ..., is
called the distance profile of the convolutional code.

A convolutional code is linear, so in searching over pairs of codewords for the min-
imum distance, one of the two codewords might just as well be the all-zero codeword.
The ¢th minimum distance then is equal to the weight of the smallest weight codeword
segment ¢ frames long that is nonzero in the first frame. This can be read off a labeled
trellis.

For example, for the convolutional code whose trellis was shown in Figure 10.6, we
see from inspection of the figure that dy = 2, d» = 3, d3; = 5, and d; = 5 for all i
greater than 5.

Suppose that a convolutional code has ¢£th minimum distance d,. If at most ¢ errors
satisfying

2t+1<dy

occur in the first £ frames, then those that occur in the first codeword frame can be
corrected.

The sequence dy is an increasing sequence of integers which will reach a largest
value and not increase further. This largest value, which is the minimum sequence
distance between any pair of infinitely long codewords, is conventionally called the



390

Codes for data transmission

free distance of the convolutional code. In this context, the terms “free distance” and
“minimum distance” are synonymous.

Definition 10.7.2  The free Hamming distance duin of a convolutional code C is defined
as the smallest Hamming distance between any two distinct codewords.

To find the free distance of a noncatastrophic convolutional code, it is enough to check
only pairs of paths that diverge from a common node and then rejoin at a common node
after a finite time. Indeed, because the code is linear, it is enough that one of the
two paths be the all-zero path. The free distance can be computed from the distance
profile by

dmin = m?x dy.

In the example of Figure 10.6, the free Hamming distance equals 5.
The code symbols of a convolutional code may be modulated onto a BPSK waveform
given by

c(t)y = cos(t — L£T)

=0

where now ¢, = %1 according to whether the £th bit of the convolutional codeword is a
zero or aone. In such a case we may be interested in the euclidean distance between these
BPSK waveforms in place of the Hamming distance between convolutional codewords.
The euclidean distance is

00 1/2
dg(c(0), ' (1) = [Z lee — c;|2j| .

=0

Clearly
de(c(t),c (1)) = 2dy(c, ).

The euclidean distance between sequences is a generalization of the euclidean dis-
tance between the points of a real or complex signal constellation. The minimum
distance between points of the signal constellation is replaced by the minimum distance
between sequences.

Definition 10.7.3 The free euclidean distance dpyiy of a set of sequences of real (or
complex) numbers is the smallest euclidean distance between any two of the sequences.

If the BPSK sequences arise by mapping the codebits of a convolutional codeword
into £1, as in BPSK modulation, then it is evident that

(dmin)euclidean = 2(dmin) Hamming-
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Just as the minimum distance between points of a signal constellation plays a major
role in determining the probability of demodulation error in gaussian noise of a multi-
level signaling waveform, so the minimum distance between sequences plays a major
role in determining the probability of error in sequence demodulation. By reference
to the asymptotic coding gain of block codes, we have the following definition of
asymptotic coding gain for a convolutional code used with a soft-decision decoder.

Definition 10.7.4 The asymptotic coding gain of a binary convolutional code C of
rate R and free Hamming distance dyi, modulated into the real (or complex) number
system is

G = Rdpjn.

By reference to the situation for block codes we may expect that an approximate
formula for probability of decoding error is

2E,
pe ~ Ny 0 /G2 ) -

This formula can be verified by simulation. Alternatively we could show using the
methods of Section 4.3 that this approximation follows roughly from a union bound.
Thus, the asymptotic coding gain G = Rdpi, 1S an approximate measure of the amount
that E}, can be reduced because of the use of the code.

10.8

Turbo codes

The maximum-posterior principle can be used to form a decoder for a convolutional
code. This is similar to the maximum-posterior demodulator for a signaling waveform
with intersymbol interference, as was discussed in Section 7.7. The trellis structure
of the convolutional code again makes it possible to implement a maximum-posterior
decoder using a fast algorithm. However, the trellis structure of a convolutional code
also results in the property that each data bit is directly coupled only to those nearby
check bits that are computed from that data bit while it is still in the encoder, as
is determined by the constraint length of the code. Other codeword bits affect the
decoding of that data bit indirectly because those bits provide information to other near
or far neighbors, which information then couples through the connecting structure.
Bits that are far apart are only weakly and indirectly coupled. This means that only
nearby bits provide significant helpful information for decoding a given bit; distant bits
do not provide significant help. As a result, although maximum-posterior decoding of
a convolutional code is superior to maximum-likelihood decoding, the difference in
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performance is too meager to justify the additional cost and complexity. In order to
realize the performance potential of maximum-posterior decoding, the convolutional
code, in its pure form, must be set aside.

On the other hand, because it enables the use of the two-way algorithm, without which
the computations would be prohibitive, the trellis structure of a convolutional code is too
important to discard. Although the one-dimensional nature of the trellis structure of the
convolutional code is compatible with the fast computations of the two-way algorithm,
the error performance of the convolutional code is limited by the one-dimensional
nature of the trellis structure. Thus, there is good reason to retain the basic structure of
the convolutional code, but it should be strengthened by additional structure.

A certain elaboration of a convolutional code, known as a turbo code, or a Berrou
code, achieves this goal. It does this in a way that retains the linear structure of the convo-
lutional code, but appends a second encoding of each databit into a second convolutional
codeword. The new double-codeword structure greatly enhances the performance of
the maximum-posterior decoder while retaining the feature of an affordable decoding
algorithm.

To encode the data twice, a turbo encoder uses the same convolutional code twice
in the way shown in Figure 10.14. It encodes the data both in its natural order, and
in a scrambled order as provided by the permutation block. In this way each data
bit is encoded twice, thereby providing the three streams of symbols that comprise
the codeword; the first stream is the original datastream ¢y = a, the second stream
is the first stream of check symbols ¢, and the third stream is the second stream
of check symbols ¢;. The complete turbo codeword is the interleave of these three
streams ¢ = (co, €1, ¢2). The codeword will also be viewed as the two convolutional
codewords ¢ = (cg,c;) and ¢ = (¢p, ¢2), where ¢y = m(cp) is a permutation of c.
The structure combining two convolutional codes into one turbo code is referred to as
parallel concatenation. If desired, because the code redundancy is too high, the two
convolutional codes can be punctured by discarding some of the check bits.

In the first convolutional codeword, each data bit finds itself connected to the check
bits according to the linearly-ordered structure of a trellis, and is strongly influenced in

a Co Channel ] X
c
| o () ol e (2
Puncturing
Permutation
C )Z]
L ercoer —
a

Figure 10.14. The encoder structure of a turbo code.
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the decoder by the soft values of its neighboring check bits and data bits, but only weakly
by the soft value of distant bits. In the second convolutional codeword, a given bit again
finds itself connected to neighbors, but now the neighbors are different. For each data
bit, each of its neighbors will have other neighbors in both codewords, resulting in
a complex tangle of connections. The soft sensed value of each of the other bits can
provide strong information helping to demodulate any given bit through the structure
of the code.

10.9 Turbo decoding

The input to the turbo decoder is the soft senseword v observed as the filtered and
sampled noisy turbo codeword at the output of the channel. The components of the soft
senseword can be regarded as confidence information on each received symbol of the
codeword. The senseword v will be written as v = (x, y;, y,), where x corresponds to
soft noisy data, y; corresponds to the soft noisy check bits of the first codeword, and
y, corresponds to the soft noisy check bits of the second codeword. For the topic of
turbo decoding the soft senseword symbols are the codeword symbols contaminated by
additive white (memoryless) noise, usually gaussian. For the more comprehensive topic
of turbo equalization, which we do not study, the received symbols of the convolutional
code also have intersymbol interference.
The block conditional probability vector on the senseword v is

p(vla) = p(x,yy, y,|a)
and, by Bayes’ formula, the posterior is

p(x,y1, y2la)p(a)
Zx Zyl Zyz px,y1, yala)p(a) '

plalx,y;, y;) =

Although this statement of the problem is straightforward in principle, for a turbo code
the right side is actually extremely complicated and unwieldy. Both y; and y, depend
on a in a complicated way, and the blocklength n may be on the order of thousands.
On the other hand, either of the two underlying convolutional codes has a posterior

p(x, y;la)p(a)
> 2, p(x,yla)p(a)

plalx,y;) =

which is formulated just by ignoring the check symbols of the other convolutional code.

Either convolutional code can be decoded by any posterior decoder, such as the
two-way algorithm. Moreover, if the decoder for the first convolutional code has a
soft output on each symbol, as would be the case for a symbol by symbol posterior
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Figure 10.15. The structure of the turbo decoder.

computation, that soft output can be used as a prior by the decoder for the second
convolutional codeword. But then the first convolutional code can be decoded again
using the soft output of the second decoder as a prior. This leads to the notion of
iterative decoding. The two convolutional codes are decoded alternately, with each
vector of componentwise posteriors computed by one decoder feeding as a vector of
componentwise priors to the other decoder for the next iteration.

As the decoders alternate in this way, the computed posteriors slowly change, each
apparently moving closer either to zero or to one. After a moderate number of itera-
tions, each bit can be demodulated. In this way, one obtains an approximation to the
maximum-posterior decoder for the turbo code. Extensive experience shows that this
iterative process works well. It has been found empirically for large binary Berrou
codes, that ten to twenty iterations are usually sufficient for convergence. It has also
been found empirically that by using a turbo code, bit error rates on the order of 1076
can be obtained at very small values of Ej,/Ny.

The structure of an iterative decoder is shown in Figure 10.15.

Problems for Chapter 10

10.1. a. AHamming (7, 4) code is used to correct errors on a binary symmetric chan-
nel with error probability €. What is the probability of decoding error? (A
binary symmetric channel is a binary channel that has the same probability
of error when a zero is transmitted as it does when a one is transmitted.)

b. If the code is used only to detect errors but not correct them, what is the
probability of undetected error?

c. AReed-Solomon (7, 5) code is used to correct errors on an octal symmetric
channel with error probability €. What is the probability of decoding error?

10.2. Letn = 2" —1, and consider a binary word of blocklength n. How many binary

words are there that differ from the given word in not more than one place?
Given 2% distinct binary words of blocklength n with the property that any one
of the words with one bit changed differs from every other word in at least two
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10.3.

10.4.

10.5.

10.6.

10.7.

10.8.

bit positions, how big can k be? Prove that no binary single-error-correcting

code can have fewer check symbols than the Hamming code.

A sixteen-ary orthogonal signaling alphabet is used on an additive gaussian

noise channel with an E;, /Ny of 4 dB.

a. Write down a probability transition matrix for this channel viewed as a
discrete channel.

b. A (15,13) Reed—Solomon code is used to correct single errors. What is the
probability of error of the overall system as a function of Ej/Ny?

A Reed-Solomon code can be defined alternatively as the set of words of

blocklength n, that have zeros in the spectrum at C; for j = jo, ..., jo +2¢ — 1.

Using the modulation/translation properties of the Fourier transform, write out

the proof that the Reed—Solomon code so defined will correct ¢ errors. (It is

common practice to use Reed—Solomon codes with jo = 1.)

An (8, 6) Reed—Solomon code over the complex number system (with C; =

C, = 0) is given. How many errors can be corrected? The senseword is

(1,1,1,1,0,1,1,1). What is the error pattern?

The polynomial p(x) = x* + x + 1 is irreducible over GF (2).

a. Write out addition and multiplication tables for GF (8).

b. How many codewords are there in the (7, 3) double-error-correcting Reed—
Solomon code over GF(8)?

c. Using this code, and with « denoting the field element x, the senseword in
polynomial notation is

v(y) — a4y6 +a2y5 —|—oz3y3 +oz3y2 —I—a6y +Ol4.

Find the transmitted codeword.

d. If the encoder is systematic, what are the data symbols?

A communication system uses a (7,5) Reed—Solomon code in GF(8), an

eight-ary orthogonal family of waveforms, and a noncoherent demodulator.

a. The waveforms are based on Hadamard sequences and cosine chips on
the in-phase axis and are equal to zero on the quadrature axis. Find the
relationship between the information rate and the width of the cosine chip.

b. Isthe choice of Reed—Solomon code well-matched to the choice of signaling
waveform? Why?

c. Set up and describe the sequence of equations that one would need to
calculate p, versus Ep/Ng where p, is the probability of symbol error. How
does the solution change if p, is the probability of bit error?

An incomplete decoder for a QAM signal constellation demodulates the

received sample v into signal point ¢, if d(v,cp) < dmin/2, where dpin

is the minimum distance between any two points in the signal constellation.

Otherwise, the demodulator output is a special symbol called data erasure.
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10.9.

10.10.

10.11.

10.12.

a. Prove that the probability that the decoder is incorrect is
. 2
l_pe:€_ min /O .

Express this in terms of £, /Ny for a sixteen-ary QASK signal constellation.

b. The probability of decoding failure can be subdivided into the probability
of decoding error p,, and the probability of decoding erasure p,. Find
approximate expressions for p, and p, as a function of Ej, /Ny for a sixteen-
ary signal constellation.

c. Setup the expressions needed to compute probability of incorrect decoding
as a function of E, /Ny for a Reed—Solomon (15,13) code used with this
signal constellation and an errors-and-erasures decoder.

A systematic generator matrix for a (2,1) convolutional code is given by

x2+1
1 — .
xX24+x+1

a. What is the free Hamming distance of this convolutional code?

b. Sketch a systematic encoder based on this generator matrix.

c. Sketch a trellis labeled with data bits and codeword bits.

A (7,4) Hamming code is used on a white gaussian noise channel with no
intersymbol interference. Based on the vector of matched-filter output samples
9, V1, - - . , Vg, a SOft-decision demodulator finds the codeword c, that is closest
in euclidean distance to the senseword. That is, choose r such that

6

d(cr,v) =Y (cre —vp)°

£=0

is minimum. What is the probability of block decoding error as a function of

Ej/Ny? What is the asymptotic coding gain with respect to BPSK? What is

the relationship between the two answers?

A convolutional code with rate % and constraint length 2 has generator

polynomials g1 (x) = x4+, o0 =x*+x+1,g0x) =x>+ 1.

a. Construct the trellis for this code and find the free distance.

b. Giveacircuit for recovering a(x) from c (x), c2(x), and c3(x) in the absence
of errors.

a. Draw a trellis for the convolutional code with generator polynomials

W+x+1 x2+1]
b. Use the Viterbi algorithm to decode the senseword

v = 10001000001000000000. ..
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10.13. Arate % convolutional code over GF (4) has generator polynomials g1 (x) =
203 +2x2 + 1and go(x) = x> +x + 1.

a.
b.

Show that the minimum distance is 5.
How many double-error patterns can occur within an initial senseword
segment length of 8?

c. Design a syndrome decoder for correcting all double errors.

10.14. a.

A pulse (possibly complex) of energy E, in white noise is passed through
a matched filter. Show that the output signal-to-noise ratio is 2E, /Np.

. An M-ary orthogonal set of waveforms with M = 32 is used to transmit

data. What Ej, /N is needed to obtain a symbol error probability of 1077
What is the matched-filter signal-to-noise ratio?

. The same orthogonal signaling scheme is now used with a (31, 29) Reed—

Solomon code in GF (32). What is the required E, /Ny to obtain a probability
of block decoding error of 1077? What is the required Ej, /Ny to obtain a
probability of symbol error of 107>?

10.15. When the bandwidth of a channel is too small compared to the input symbol

rate, “intersymbol interference” occurs. The case known as the “1-+D channel”

consists of a discrete-time channel in which each output voltage consists of

the sum of the amplitudes of the last two input pulses.

a.

Describe this channel with binary inputs using a trellis, and describe the
demodulator as a procedure for searching a trellis.

For this channel construct your own example of a binary input sequence
and a corresponding output sequence. Show how the Viterbi algorithm can
be used for recovering the input sequence from a noisy version of the output
sequence.

10.16. Prove that if the generator polynomials of a binary convolutional code each

have an odd number of nonzero coefficients, then the code is transparent to a
180° phase ambiguity in the sense that if the codewords are complemented in
the channel, the decoder will recover the complement of the datastream but is
otherwise unaffected.

Notes for Chapter 10

We owe the idea of channel capacity and the recognition of the importance of data

transmission codes to Shannon (1948, 1949). Shannon showed that the channel noise

only sets a limit on the data rate, not on bit error rate. The bit error rate could be

made as small as is desired by the use of a sufficiently strong data-transmission code.

The first-known and simplest data transmission code is the Hamming code (1950).

The best data-transmission codes in nonbinary finite fields were discovered by Reed
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and Solomon (1960) and independently by Arimoto (1961). The idea of the Fourier
transform is implicit in the Reed—Solomon codes, and was used by many authors, but
the first attempt to develop the Reed—Solomon code entirely from the Fourier transform
point of view can be found in Blahut (1979).

The notion of a convolutional code was introduced by Elias (1954) and developed
by Wozencraft (1957). Studies of the formal algebraic structure of convolutional codes
were carried out by Massey and Sain (1968) and by Forney (1970). The Viterbi (1967)
algorithm was first introduced as a pedagogical device whose practicality for convolu-
tional codes of small constraint length was noticed by Heller (1968). The asymptotic
tightness of the approximate formula for the probability of error of demodulating
convolutional codes was confirmed by simulation by Heller and Jacobs (1971).

The use of iterative decoding was studied in a variety of situations by Hagenauer and
his coauthors (1989, 1996). The notion of parallel concatenation in order to compen-
sate for the limitation of the linear nearest neighbor structure or convolutional codes
as applied to bitwise maximum posterior decoding is due to Berrou, Glaveiux, and
Thitimajshima (1993). They also recognized the role of iterative decoding to combine
the two partial decoders. The Berrou codes are usually called turbo codes because they
are conceived so as to be suitable for turbo decoding.
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11 Performance of Practical Demodulators

We have studied in great detail the effect of additive gaussian noise in a linear system
because of its fundamental importance. Usually the ultimate limit on the performance
of a digital communication system is set by its performance in gaussian noise. For this
and other reasons, the demodulators studied in Chapter 3 presume that the received
waveform has been contaminated only by additive gaussian noise. However, there are
other important disturbances that should be understood. The demodulators studied in
Chapter 4 extend the methods to include intersymbol interference in the received wave-
form. While additive gaussian noise and intersymbol interference are the most important
channel impairments, the demodulator designer must be wary of other impairments that
may affect the received signal. The demodulator must not be so rigid in its structure that
unexpected impairments cause an undue loss of performance. This chapter describes a
variety of channel impairments and methods to make the demodulator robust so that
the performance will not collapse if the channel model is imperfect.

Most of the impairments in a system arise for reasons that are not practical to con-
trol, and so the waveform must be designed to be tolerant of them. Such impairments
include both interference and nonlinearities. Sometimes nonlinearities may be intro-
duced intentionally into the front end of the receiver because of a known, desired
outcome. Then we must understand the effect of the nonlinearity in all its ramifications
in order to anticipate undesirable side effects.

Of course, the first requirement is that there is adequate energy in the waveform to
sustain the bit error rate in the presence of the expected impairments. It is customary
to first budget sufficient energy to communicate on an additive gaussian noise channel.
This budget provides a reference which can be adjusted if necessary to accommodate
consideration of other impairments and uncertainties. We begin the chapter with a
discussion of an energy budget.

11.1  Energy budgets

This book deals with modulation and coding for the digital communication of infor-
mation. It does not deal with the electrophysics of waveform propagation and antenna
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theory, nor with detailed questions of the design of circuits or amplifiers. Rather, we
study the relationship between the noise power and the required power in the signal
that reaches the receiver to ensure reliable demodulation.

In this section, however, we would like to touch on the idea of an energy budget.
Suppose that a digital communication system transmits R bits per second, and the power
in the signal that reaches the receiver is S watts. Then in a long time, T, RT bits are
received and the received energy is ST joules. The energy per bit E, is defined as

ST

Ep = oo
b= Rr

The energy per bit Ej, can also be stated for a message of finite duration. Given a
message m(t) of finite message duration 7}, containing K information bits, the energy
per bit is given by

Ep

E, ="
b=k

where E,, is the message energy

Tm
E, = / m>(t)dt.
0

The bit energy Ej, is not an energy that can be measured directly by a meter. It must be
calculated from the message energy and the number of information bits at the input of
the encoder/modulator. At a casual glance, one may find a message structure at the input
to the channel in which one may perceive a larger number of bits as channel symbols.
The extra symbols may be check symbols for error control, or symbols for frame
synchronization or some other channel protocol. These other symbols do not represent
transmitted information, and their energy must be amortized over information bits.
Only information bits are used in calculating Ej. One reason for defining E}, is so that
two waveforms that are quite different in construction can be compared.

In addition to the message, the receiver is degraded by noise. Additive white gaussian
noise arises in most applications and is also a standard noise against which digital
communication systems are judged. White noise has a power density spectrum that is
constant with frequency. The two-sided power density spectrum is

No
N(f) = > (watts/hertz),

and Ny is called the (one-sided) noise power density spectrum, this terminology origi-
nating with the notion of power density at frequency —f combined with that at frequency
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+f. The unit of watts/hertz is actually a measure of energy because it is dimensionally
equivalent to the energy unit of joules.

Because white noise is constant over all frequencies, it has infinite power. Conse-
quently, this model of white noise can lead to mathematical and physical absurdities if
it is not handled with care. The white noise model, however, is usually a good fit over
the range of frequencies of interest and is remarkably useful because of its simplicity.
If a baseband channel has an ideal rectangular transfer function

L IfI=w
HO=V0 171> w.

and W = B, or if a passband channel has an ideal rectangular transfer function'

L [f+folor|f —fol <W

HO=00 i ol and 1f =~ fol > W

and W = B/2, then the received noise power N is given by
N
N = (23)70 = BN,

Inboth cases, N is computed by integrating H (/)N (f') from negative infinity to positive
infinity.

The noise power N in a band B can be measured. However, Ny is the more funda-
mental quantity because it does not presume a definition for the transfer function H (f).
We shall usually prefer to express fundamental results in terms of No.

On a linear channel, the reception of the signal cannot be affected if both the signal
and the noise are doubled. It is only the ratio E,/Ny that affects the bit error rate.
Usually Ej, /Ny is expressed in decibels, defined as

Ep Ep
— =10 lOg 10 o -
No decibels No

Two different signaling schemes are compared by a comparison of their respective
graphs of bit error rate versus required Ej, /Ny, usually on a decibel scale.

We shall frequently quantify the performance of a digital communication waveform
by stating a ratio Ej,/No at which that waveform can be satisfactorily demodulated.
Simple waveforms will require large values of £}, /Ny to operate satisfactorily, perhaps
Ep/No = 12 dB or more. On the other hand, sophisticated waveforms may be designed

1 Notice that B is defined as the full width of the ideal passband channel centered about fj, and the half width of
the ideal baseband channel centered about f = 0. This definition yields the formula N = BNy in both cases, but
it opens the possibility of confusion when using the complex baseband representation of the passband channel.
On the other hand, W is always a half width of the ideal channel and does not change when a passband channel
is converted to a complex baseband representation.
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to operate satisfactorily with E, /Ny less than 5 dB, and ultimately, even as low as
—1.6 dB. This, in fact, may be heralded as one of the great successes of the modern
theory of digital communication — the savings of more than a factor of ten in energy by
the use of a sophisticated waveform.

For free space propagation of electromagnetic waves, we can calculate the energy
per bit at the receiver E, = Ejpg in terms of the energy per bit at the transmitter Ep7 by
the range equation

Epr = )LZG : GrE,
bR =\ 7 -OR 471R% TLPT

where G7 and Gg, are the gains of the transmitting and receiving antennas in the direction
of propagation, Ry is the range from transmitter to receiver, and A is the wavelength
of the electromagnetic wave. The equation may also be expressed in terms of power
rather than of energy by replacing Epg and Epr by Sk and St, respectively.

The range equation has been introduced with the terms arranged to tell the story of the
energy bookkeeping. Transmitted energy, Ejr, appears at the output of the transmitting
antenna as the effective radiated energy Gr Ep7. The energy spreads in spherical waves.
The term 47TR% is the area of a sphere of radius Ry. By dividing GrEpr by this term,
we have the energy per unit area that passes through a surface at a distance of Ry from
the transmitter. The receiving antenna can be characterized simply by its effective area
A,, which depends on the direction from which the antenna is viewed. The antenna
collects all of the radiation impinging on a region of area A, and delivers that energy to
the receiver. Characterizing an antenna by its effective area obviates any need here to
study the antenna in detail. The relationship between antenna gain and effective area is

22
A= EG,.
The product of these several terms yields the range equation.

Thermodynamics tells us that a receiver at absolute temperature Tp will always
contaminate the received signal with additive white gaussian noise of power density
spectrum Ny = kTg where k is Boltzmann’s constant (k = 1.38 x 10723 joules per
degree Kelvin). This noise is called thermal noise and, in electronic receivers, is due
to unavoidable thermal fluctuations of electrons in the first stage of amplification.
Practical receivers will have a somewhat larger value of noise power density spectrum
expressed as Ng = FkTg, where F is anumber known as the noise figure of the receiver.
Thermodynamics requires that F is not less than 1. Ideally, F = 1, but in practice it is
larger. A noise figure on the order of 3 or 4 dB is typical of a high-quality receiver.

We now can calculate the ratio Ej/Ng from the data rate and from information
provided by the designers of the antenna, the power amplifier in the transmitter, and the
first-stage amplifier in the receiver. The ratio Ej, / Ng will prove to be the most meaningful
measure of signal strength at the receiver. Using the principles of this book, we must
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Table 11.1. Sample energy budget

Transmit power 350 kilowatt
Bit rate 5% 10
E, 7 millijoule (mj) 38.45dB (mj)
G; 1000 30dB (isotropic)
Range loss 4xR?>~! R =10’ meter —110.99dB  (m?)
2 Gy Gr=1,,=.1m —4062dB (m2)
—93.16 dB  (mj)
kT Room temperature —114dB  (milliwatts/per hertz)
Noise figure 4 6dB
—108 dB  (milliwatts/per hertz)
(Ep/No)act 14.84 dB
(Ep/No)req 8.00 dB
Margin 6.94 dB

design a waveform that can be demodulated at the value of E} /Ny seen at the receiver.
Denote by (E}p/Np)act the value of Ej, /Ny (in decibels) predicted by the range equation,
and by (Ej/No)req (in decibels) the value of Ej, /Ny required to demodulate the chosen
waveform. The design margin is then given by

design margin = (Ep/No)act — (Ep/No)req-

The design margin must be nonnegative. A positive design margin provides insurance
against unforeseen circumstances in the operation of the communication system.

One can construct either a power budget or an energy budget; the two are equivalent.
The energy budget has the advantage that the figure of merit is E, /Ny rather than
S/N. To compute received noise power N from Ny requires that a definition of system
bandwidth be entered into the power budget. For an energy budget, however, the system
bandwidth, which is clumsy to define, does not enter the calculation and does not even
need to be introduced.

A sample energy budget for a communication system is shown in Table 11.1. The
calculations are made in terms of decibels so that addition and subtraction replace
multiplication and division. Units are annotated to check that the result is dimensionless.
For purposes of this example, (Ej/No)req = 8 dB has been arbitrarily selected. A major
task of this book is to compute (Ep/No)req for many communication waveforms of
interest: indeed, to design waveforms so that (Ej/Ng)eq is small.

11.2 Channel capacity

Is it possible to improve the performance of a digital communication system indefinitely
by the use of ever more complicated modems? An answer to this question is given by
the subject of information theory, and we outline that conclusion in this section.
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Figure 11.1. Making a discrete channel from a waveform channel.

Any communication system in which a sequence of symbols chosen from a fixed
alphabet of symbols {sg,...,sy—1} can be transmitted from one point to another is
called a discrete channel. A discrete channel is made from a waveform channel by
the modem as indicated in Figure 11.1. We saw examples in the previous chapter of
modems whose inputs and outputs are streams of bits, and also modems whose inputs
and outputs are streams of symbols in some larger alphabet. Thus we may have a
discrete binary channel or a discrete M-ary channel.

A noiseless discrete channel is one for which the output symbol is completely deter-
mined by the input symbol. A noisy discrete channel, which is studied in this chapter,
is one for which the output symbol is not completely determined by the input symbol;
only some probability distribution on the set of output symbols is determined by the
input symbol. The noisy binary channel is an important example of a noisy channel.

If the probability distribution on the output symbol is independent of previous inputs
or outputs of the channel, the channel is called a memoryless channel. The probability of
error is independent from symbol to symbol for a memoryless channel. In the context
of this book, this means that there is no intersymbol interference, and the noise is
independent from sample to sample.

Information can be sent reliably through a discrete noisy channel by the use of an
elaborate cross-checking technique known as a data transmission code or an error-
control code. A binary data transmission code encodes k data bits into n code bits so as
to combat channel errors, as was discussed in Section 10.1. A general data transmission
code encodes k data symbols into n code symbols. The ratio k /n is called the rate of the
code. It is easy to fall into the misconception that a data transmission code is “wasting”
some of the channel bits (or symbols) because the channel must convey more code bits
than data bits. Actually the data rate is possible only because the error-control code is
used. The more enlightened view is that the use of the code makes it possible to achieve
performance that would not be possible without a code. The code may allow more bits
per second to be run through the channel but then imposes a tax. For a rate one-half
code, for example, the tax is equal to half of the channel bits. We would be willing
to pay this tax whenever the data transmission code allows the channel bit rate to be
increased by more than a factor of two.
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Consider an arbitrary noisy waveform channel used with the most general
encoder/modulator. To use the channel to transmit a message, a waveform of dura-
tion T representing that message is transmitted. The waveform comes from the set of
all possible waveforms that can be created by the encoder/modulator. The demodula-
tor/decoder then tries to determine which waveform was sent so that the message can
be recovered. Because the channel is noisy, there is a probability of error in recovering
the correct message. Let p,,, denote the average probability of message decoding error
averaged over all messages. For this purpose, all messages are assumed to be equally
likely. The probability of bit error p, (or the probability of symbol error) at the output
of the demodulator will be less than the probability of message error because not every
bit will be wrong in a wrong message. At the output of the demodulator, bit errors may
not be independent but may tend to be clustered by the structure of the waveform, so
we may also speak of error events. The performance of a code for data transmission is
judged by the bit error rate or the message error rate at the decoder output, or by the
probability of an error event.

Figure 11.2 shows an arbitrary and very general family of N waveforms of dura-
tion 7. Any modulation scheme for data transmission can be described in principle by
describing, for each T, all of the N waveforms of duration 7 that it can produce. We
would like to design the waveforms so that N is as large as possible so that log, N bits
can be transmitted in time 7'. Clearly, with a largest permissible probability of mes-
sage error p,.,, specified, N cannot be increased indefinitely. Suppose that N (T, pen)
is the largest number of waveforms of duration 7 in any such set that can be distin-
guished with average probability of error p,,,. In precise terms, this means that it is
possible to construct N (T, p.,,) waveforms of duration 7" such that the waveforms can
be distinguished by the demodulator/decoder with average probability of error p.,,
and that it is not possible to construct more than N (T, p,,,,) waveforms satisfying these
requirements. In practice, we have little hope of ever computing N (T, pe;,), but such
a function exists in principle. Given a message with k databits, one can assign each of
the 2% messages to one of the N (T, pe;;,) channel waveforms provided 2k < N(T, Pem)-
This means that RT data bits can be transmitted in time 7" with probability of message
eITor pg;,, provided

RT <logy N(T,pem)-

The largest rate at which information can be transmitted reliably through a noisy
channel — that is, with very small probability of message error, or of bit error — is called
the capacity of that noisy channel. Specifically, we can define the capacity C (in units
of bits per second) of a noisy channel operationally by

T

1 N(T,
C = lim lim [M}
Pem—0T—00
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Figure 11.2. A family of waveforms.

Itis not at all obvious that C is nonzero. This definition of channel capacity implies that
if C is positive, then we can choose any probability of message error p,;,, no matter how
small and there will be a 7', perhaps very large, such that there are about 2¢7 waveforms
of duration 7 that will be confused only with probability smaller than p,,,. Thus, we
can send approximately C bits per second at any probability of error we choose, no
matter how small. In principle, we can choose the bit error rate to be thousands of
times smaller than the probability of failure of the channel or of the communication
equipment.

It is not obvious that information can be transmitted reliably through a discrete noisy
channel at any nonzero rate, and it is not obvious that the capacity C is larger than
zero. A remarkable deduction of information theory tells us that for most channels, C
is positive. As long as we are content to signal through the channel at a rate R smaller
than the capacity C, the probability of message decoding error p.,, and hence the
probability of decoded bit error p,, can be specified arbitrarily small. Good codes exist
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with arbitrarily small decoded bit error rate and we can choose the code rate R and the
decoded bit error rate p, independently. The required blocklength will depend on these
choices. Conversely, no codes of good performance exist if data is to be transmitted at
a data rate larger than the channel capacity. If the data rate is larger than the channel
capacity, no matter how we encode, the bit error rate will be large. In fact, if we try to
transmit data at a high rate, the channel will be sure to make enough errors on average
so that the actual rate of data transmission will be smaller than the channel capacity.

The promise of the channel capacity is not without a price; to get small p,,, one
must encode in large blocks of length n or duration T and the cost of such encoders
might be prohibitive. Further, for most channels, we do not know practical procedures
for designing optimum or nearly optimum codes and encoders of large blocklength,
though we do know many procedures that are quite good. The definition of capacity
applies just as well to discrete-time channels or continuous-time channels. In the latter
case, we would speak of “input waveforms of duration 7" and express capacity in units
of bits per second, while in the former case, of “input sequences of duration 7" (or of
blocklength n) and express capacity in units of bits per symbol.

The definition of channel capacity that we have given is not in a form that is practical
for computing C. Instead, it asks that we design an optimum communication system
for every T and every p.,, calculate N(T, P.;,), and then take the indicated limits. It
is a major achievement of information theory (which we do not study in this book),
that simple formulas for C are obtained and these formulas are obtained in a way that
completely sidesteps the enormously difficult problem of optimum waveform design.
We shall examine some examples of formulas for the capacity of some channels, but
we forgo the general task of deriving these formulas. The binary symmetric channel is
a binary channel whose probability of error is independent of whether the symbol zero
or one is transmitted, and is memoryless if the probability of error is independent from
bit to bit. The capacity (in units of bits per symbol) of a memoryless binary symmetric
channel with single bit error probability p, at the channel output is

C=1+p. logzpe + (1 —=pe) 10g2(1 — De)

bits per symbol. The binary symmetric channel is the kind of discrete channel that is
created by a binary phase-shift keying modulator and demodulator. As viewed from
modulator input to demodulator output, BPSK forms a discrete memoryless channel
with a probability of bit error p.. An encoder and decoder surrounding the modulator
and demodulator can reduce the probability of bit error as much as desired, provided
the rate of the code is not larger than C.

An M-ary orthogonal waveform alphabet creates another kind of discrete channel,
known as an M-ary symmetric channel. An M-ary symmetric channel makes inde-
pendent symbol errors with probability p.. Thus, a correct symbol is received with
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probability (1 — p,) and each of the M — 1 wrong symbols is received with probabil-
ity p./(M — 1). The capacity of a memoryless M-ary symmetric channel with single
symbol error probability of p, is

Pe
M—1

C =logy, M + p.log, + (1 = pe) logy (1 — pe)

bits per channel symbol. Again, in principle, an encoder/decoder can reduce the bit
error rate as much as desired provided the code rate is not larger than C.

11.3 Capacity of gaussian channels

The binary symmetric channel and the M-ary symmetric channel have an input alphabet
that is finite. Now, in this section, we shall study channels whose input alphabet is con-
tinuous. First we study the important discrete-time, continuous channel with additive
and memoryless gaussian noise.” Then we study waveform channels, both baseband
and passband, with additive gaussian noise.

Let S be the average input power to the additive gaussian-noise channel, and let N
be the average noise power. The capacity (in units of bits per sample) of this channel
is given by the Shannon capacity formula

C 1l l-l-S
= — 10 —_
2 %2 N

in units of bits per channel symbol.
A baseband waveform channel with the ideal rectangular transfer function

L [fl=WwW
0 otherwise

H(f)={

as shown in Figure 11.3, can be converted into a discrete-time channel by using the
Nyquist sampling theorem, but with a shift in the point of view. Instead of using

White
Noise

l H‘(f) Noise
I I O

Figure 11.3. Ideal rectangular baseband channel.

2 In discrete time, white noise is also called memoryless noise.
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the sampling theorem in its original setting to go from a continuous-time signal to
a discrete-time signal, we use the interpolation formula to go from a discrete-time
signal to a continuous-time signal. This provides the modulator. The channel adds
white gaussian noise that is confined to the ideal passband characteristic by filtering in
the receiver. The receiver recreates a discrete-time signal by sampling. There are 2W
Nyquist samples per second consisting of samples of the input signal contaminated by
noise. Because the noise is white gaussian noise, the noise samples are independent.
Because the 2W noise samples per second are independent, the discrete-time channel
is a memoryless noise channel. Hence the Shannon capacity formula can be applied to
give the capacity expressed in units of bits per sample. In units of bits per second, it
becomes

S
C=Wwl 1+ —
og2< +N>

because there are 2W independent samples per second.
A complex baseband channel also has a capacity. The capacity of the complex
baseband channel with an ideal rectangular passband of bandwidth W is

S
C=2W1 1+ —
og2< +N)

the factor of two occurring because the in-phase and quadrature channels are indepen-
dent. The ratio S/N refers to the ratio of the signal power per component to the noise
power per component. Equivalently, S/N is the ratio of the total signal power to the
total noise power.

A similar discussion applies to the passband channel. A passband waveform channel
with an ideal rectangular transfer function

Lo |f£hl=W
H =
) 0 otherwise

as is shown in Figure 11.4, also can be converted into a discrete-time channel by
sampling. Now there are 4W Nyquist samples per second — 2W in-phase samples per
second and 2W quadrature samples per second. Taken together, these can be written

White
Noise

H(f)

Noise
E—
f

Figure 11.4. Ideal rectangular passband channel.
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as 2W complex Nyquist samples per second. For the passband channel, the Shannon
capacity formula becomes

S
C=2W1 1+ —
ng( +N)

just as for the complex baseband channel.
The Shannon capacity formula for the real baseband channel in additive gaussian
noise

S
C=WI1 1+ —
og2< +N>

leads to precise statements about the values of Ej, /Ny for which good waveforms exist.
For an infinite-length message of rate R information bits per second, it is meaningful to
define E}, provided the average message power S is constant when averaged over large
time intervals. Then

B — S
b= R
This expression can be obtained by breaking the message into large blocks, each block
of duration T having energy ST and containing RT bits.
Let the signal power be written S = E}R and let the noise power N be written NoW.
The rate R must be less than the channel capacity C, so the Shannon capacity formula
yields the inequality

R _C_ (., EE
— << — =10 — .
wSwo o8 WNo

For the corresponding complex baseband channel or for the corresponding passband
channel, the inequality is

R _C _\(  RE
— < —=1o )
ow Taow T o® 2WN,

Define the spectral bit rate density » by

where B = W for the real baseband channel and B = 2W for the complex baseband
channel or the passband channel.” The spectral bit rate density  has units of bits per
second per hertz.

3 The intuition here is that the passband channel or the complex baseband channel has, in effect, twice the
bandwidth of the real baseband channel. When normalized by bandwidth, the capacity of all three cases is the
same.
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5 Region Where
Communication Is Not
Possible

Region Where
Communication Is
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Spectral Data Rate
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w
T
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Figure 11.5. Capacity of baseband gaussian noise channel.

The spectral bit rate density r and Ej /Ny are the two most important figures of merit
of a digital communication system. In terms of these two parameters, the inequality
above becomes

By designing a sufficiently sophisticated digital communication system, the ratio £} /Ny
can be made arbitrarily close to the bound. The inequality, shown in Figure 11.5, tells
us that increasing the bit rate per unit bandwidth increases the required energy per bit.
This is the basis of the energy/bandwidth trade of digital communication theory, where
increasing bandwidth at a fixed information rate can reduce power requirements.

Every communication system for a gaussian noise channel can be described by a
point lying below the curve of Figure 11.5. For any point below the curve one can
design a communication system that has as small a bit error rate as one desires. The
history of the digital communication industry can be described in part as a series of
attempts to move ever closer to this limiting curve with systems that have very low
bit error rate. The successful systems are those that employ judicious combinations of
modulation techniques and data transmission codes.

Waveforms that achieve most of the capacity of the additive gaussian noise channel
will use a wide range of input and output amplitude values. If the inputs and outputs are
restricted in their values, as in BPSK, then the capacity curves of the additive gaussian
noise channel without such a restriction no longer apply. Now the model of the channel
must be changed and the capacity recomputed. It will, of course, be smaller because a
constraint cannot make the situation better. For an ideal rectangular gaussian channel
(used with no intersymbol interference) whose output samples are demodulated to %1
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(or to +A), called a hardlimited output, there is not much point in using other than a
binary input.

To find the capacity of the additive gaussian noise channel when the input values
are constrained to the binary signal constellation £1, we first recall that the binary
memoryless channel with probability of channel bit error p, has capacity (in units of
bits per symbol)

C =1+4p.log, pe + (1 — pe)logy (1 — pe).

In units of bits per second based on transmitting 2W symbols per second, the capacity
(in units of bits per second) is

C =2W( +pelog; pe + (1 — pe) logy (1 — pe))

and the spectral bit rate density satisfies r < C/W.

Because we want this inequality for binary signaling expressed as a function of
Ep/No, we must express p, in terms of E,/Ng. The energy Ej is the average energy
per user databit. It is not necessarily equal to the energy per BPSK channel bit because
the definition of capacity makes no statement that the data bits are modulated into the
BPSK sequence with one data bit becoming one channel pulse. The energy per user bit
E}, is related to the energy per BPSK channel pulse £, by

R r
E, = WEb = EEb
with R the rate in bits per second and 2W the number of pulses per second. (If it were
possible for every user bit to be a channel bit, and R/2W were equal to 1, then E, and
E}, would be equal. In the presence of noise, however, reliable transmission will require
that r < 2 and Ej, > E),.) The probability of bit error for BPSK is

Combining this with the inequality

r <2(1 4+ p.log, pe + (1 — pe) log, (1 — pe))

for the spectral bit rate density r gives an inequality relationship between r and Ep, /Ny.
We can gain another important insight for the additive gaussian noise channel by
replotting Figure 11.5 with Ej, /Ny expressed in decibels as given in Figure 11.6. Now
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Figure 11.6. Capacity of baseband gaussian noise channel.

the capacity curve appears as nearly a straight line. The reciprocal slope at r = 6 is
about 2.3 dB/bit per second per hertz. This says that with optimal signaling in the region
of six bits per second per hertz, if we increase the spectral bit rate density by one bit per
second per hertz, then all bits transmitted must have their energy increased by about
2.3 dB. Asymptotically, the slope of this curve approaches one bit per second per hertz
per 3 dB, which can be seen by differentiating

(E,,) g 21
i — Og
No ) sz 10,

to get

d (Ep 2" 1
S(5) = - logo2
dr \No / 45 2r—1 rlog,2

for large r. This means that, when r is large, increasing the spectral bit rate density
by one bit per second per hertz requires increasing the energy of every transmitted bit

by about 3 dB. Increasing the data rate by increasing the spectral bit rate density is
exponentially expensive in power.

If bandwidth W is a plentiful resource but energy is scarce, then one can let W go to
infinity. Then the spectral bit rate density r goes to zero. Figure 11.5 shows graphically,
however, that £, /Ny remains finite, as is reaffirmed by the following theorem.

Theorem 11.3.1 For an additive white gaussian noise channel,

Ep
— >1log,2 = 0.69.
No = 0g,
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Moreover, for an ideal rectangular additive white gaussian noise channel used without
intersymbol interference whose Nyquist samples are demodulated to £1,

Eb T

— > —log,2 =1.18.

No ~ 2

Proof Over nonnegative values of r, the function (2" — 1)/r has its minimum when
r is equal to zero. By L'Hopital’s rule, it follows that

E, 2'—1
— >
No r

> logy e

which proves the first line of the theorem.

To prove the second line of the theorem, we first observe that if the channel consists
of an additive gaussian noise channel followed by a hardlimiter, there is evidently no
reason to use other than a binary input. Thus, we can start with the formula for the
capacity of the binary memoryless channel. Because R < C, we recall the following
inequality:

r = 2(1 + pelogy pe + (1 — pe) logy (1 — pe))

developed earlier. By series expansion of the right side around the point p, = %,

12 I
r§4<pe—§> 10g2€+0 <pg_§>

and

4
The o ((pe — %) ) term will not play a role and we will not need to study it closely.

The reason is as follows. The required Ej;/Np is certainly least when r is very small,
because imposing a constraint on the bandwidth cannot possibly decrease the required
Ep/Ny. (Otherwise, when bandwidth is large, the optimum waveform would use only
part of the bandwidth.) This means that the required E}, /Ny is least when the probability
of error of a channel bit p, is very close to one-half.

Let z = rEp /Ny, and notice that Q(z) satisfies

/Z 1 —x2/2d
Pe = = — e X
‘ 0 /21

1

2

1 z
> - — —.
2 2
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Consequently,

1\? 1\*
r§4(Pe_z) logy e +o <pe_§>

22 4
<41
=45 og,e+o0(z)

2 By N E,\>
=—r—Ilogyet+ol||r— .
T Ny &2 No

As r is made small, the second term on the right can be neglected. In any case it can
only lead to a larger lower bound on E,, /Ny.
Therefore,

1< —2 —b 1
0g, e
= No 22

and

E 2
_b Z T[/ — z loge 2
No ~ logpbe 2

as was to be proved. |

The second inequality of the theorem, when referenced to the first inequality, says
that the energy penalty for using a hard decision in the demodulator is 7 /2. The first
inequality of the theorem is a fundamental limit. Expressed in terms of decibels, this
inequality states that the ratio Ej /Ny is not less than —1.6 dB for any digital communi-
cation system in gaussian noise. On the other hand, for any E}, /Ny larger than —1.6 dB,
one can communicate with as small a bit error rate as desired, but the communication
system might be outrageously expensive if one demands an unreasonably small bit error
rate. The second inequality of the theorem, which is closely related to the hardlimiter
to be studied in Section 11.8, says that Ej /Ny cannot be less than 0.4 dB if a hard-
decision demodulator is used. It is important to recognize here that the 2 dB penalty of
the hard decision applies to the case of a discrete-time channel, which may have been
created from a continuous-time channel at the Nyquist rate. A continuous-time channel
allows zero crossings at any time and, for this reason, our analysis does not apply. A
continuous-time channel might not suffer the same 2 dB loss in performance due to a
hard decision.

Ahardlimiter may be viewed as a quantizer at the output of a channel. We may instead
consider quantization at the input to the channel with a continuous alphabet at the
output of the channel. A discrete-time channel, real or complex, can be converted into a
discrete-alphabet input channel by choosing a finite set of input amplitudes. Such sets of
input amplitudes are the signal constellations that were studied in Chapter 2. Figure 2.6
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showed some signal constellations for real signaling, and Figure 5.17 showed some
signal constellations for complex signaling. The resulting discrete-time waveforms
are easily turned into continuous-time passband waveforms for passage through the
channel, as by using a Nyquist pulse and the modulation theorem.

When the input amplitude at each sample time is restricted to values in a signal
constellation with 2% points, then we expect that not more than k bits can be transmitted
per input symbol; this occurs reliably only when the signal-to-noise ratio is sufficiently
high. This means that when the channel input is restricted to take values only in a specific
signal constellation, the channel capacity is reduced as compared to the capacity of the
additive gaussian noise channel without such a constraint. This is because many possible
inputs have been lost, so there are fewer possible waveforms that can be transmitted. The
loss in channel capacity is the price paid for the simplification of a signal constellation.
We would like to choose the signal constellation so that reduction in channel capacity
is inconsequential. The methods of information theory can be used to compute the
channel capacity when the input is specified to lie in a given signal constellation. The
channel capacity as a function of signal-to-noise ratio, computed numerically, is shown
in Figures 11.7 and 11.8 for a variety of signal constellations whose symbols are used
equiprobably, as well as the capacity of the unconstrained gaussian channel. For low

1 S
§|092 (1 + N)

4+ 16-ary
3t 8-ary
o
Q.
IS
(]
°o
2}
5
> of 4-ary
[$]
©
Q.
©
(@]
1k 2-ary
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

-8 4 0 4 8 12 16 20 24 28 32 36
S/N (decibels)

Figure 11.7. Channel capacity for some one-dimensional constellations.
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Figure 11.8. Channel capacity for some two-dimensional constellations.

enough signal-to-noise ratio, each signal constellation has a capacity nearly that of the
unconstrained channel but falling a little short. The constraint that the symbols are used
equiprobably is useful in practice, but the capacity curves would improve slightly if
that constraint were removed. Figures 11.7 and 11.8 can be used to determine which
signal constellation closely enough achieves the available capacity. For example, by
examining Figure 11.8, we see that the capacity of a gaussian passband channel with
a 10 dB signal-to-noise ratio is only slightly degraded by choosing the sixteen-QAM
signal constellation, but the eight-PSK signal constellation would give up more than
0.5 bits/sample.

11.4 Signal impairments and noise

In common practice, the architecture of a modem is developed initially for an additive
gaussian noise channel, and then the design is embellished to protect against other kinds
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of noise and impairments. There are many reasons why the task is approached in this
way. One reason is that gaussian noise is present in every channel. Even when it does
not arise within the channel, gaussian noise arises as thermal noise in the front end of
the receiver.

Besides additive gaussian noise, there may be other additive signals contaminating
the received signal. These may be other communication signals in the environment,
perhaps echoes, or incidental signals from remote transmitters or adjacent frequency
bands. The interference may be from nearby electronic equipment, or intentional jam-
ming signals introduced by an adversary. The interference may even be generated within
the receiver, due to poorly filtered image signals generated in a mixer.

A received signal may be weaker than the gaussian thermal noise and may be much
weaker than other kinds of nongaussian interference. The matched filter will increase
the signal-to-noise ratio so that the signal could be demodulated were only the gaussian
noise present but, if the signal-to-interference ratio is too high, the interference may
limit the performance of the demodulator.

Up to this point another tacit assumption has been that the received signal is a faithful,
perhaps filtered, copy of the transmitted signal but for the noise. In fact, the received
signal can be distorted in many ways. The amplitude attenuation during propagation is
offset by amplifier gain in the front end of the receiver. This requires some form of gain
control, which is never perfect. Therefore there will be some uncertainty in the true
amplitude of the received signal. Amplitude uncertainty will affect the demodulation
error in some systems, such as those that employ a large signal constellation.

If a coherent demodulator is used, the carrier recovery circuit will not be perfect
because it will recover the carrier only with some residual phase error. There will also
be a residual time synchronization error due to the time recovery circuit, with the result
that the output of the matched filter will not be sampled at the correct instant. All of
these impairments will affect the demodulator’s performance. We should recalculate
pe versus Ep /Ny for the signaling waveform of interest in the presence of whatever
significant impairments might be encountered.

Nonlinearities may be present within the receiver as well — some intentional and
some not. In this chapter, we shall study the effects of nonlinearities, especially the
hardlimiter. Many kinds of interference can be suppressed by placing a hardlimiter or
other nonlinearity prior to the matched filter. We shall want to know what effect the
nonlinearity has on the signal-to-interference ratio, and also what effect a nonlinearity
has on the signal-to-noise ratio in case the interference is not present.

11.5 Amplitude uncertainty

A signal constellation has a scale factor and to demodulate a received symbol to the
closest point of the signal constellation requires that the amplitude of the signal be
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Figure 11.9. The effect of amplitude offset on decision regions.

known so that the received signal can be expressed in the same units as the signal
constellation. But the amplitude of the signal entering a receiver is generally not known.
It must be estimated from the signal itself. If the amplitude is known, then the amplitude
or the scale factor of the decision regions can be adjusted and the demodulator remains
optimal with respect to the current value of the scale factor.

There is also the possibility that, while the amplitude varies, the variation is not pre-
cisely known to the receiver. Then the decision regions will be misplaced, and the true
performance will not be described either by the true Ej;, /Ny or by the apparent Ej,/Nj.
Figure 11.9 shows a severe case for sixteen-ary quadrature-amplitude modulation. The
dotted lines show the correct decision regions. However, the construction of actual
decision regions is based on the minimum distance to a sixteen-ary QAM constellation
with the wrong scale factor. Because the decision regions are wrong, the probability of
error will be larger than it should be.

If, instead the example were the sixteen-ary PSK signal constellation, there would be
no sensitivity to amplitude uncertainty because in that case the decision regions depend
only on phase. Although the demodulator does not depend on the amplitude parameter,
the probability of error does.

To illustrate how the probability of bit error is affected by uncertainty in the received
amplitude, we shall study the OOK signal constellation. Except for the BPSK sig-
nal constellation, which would not adequately illustrate the point, the simplest signal
constellation is the binary OOK signal constellation. We shall find the probability of
demodulation error for OOK in additive gaussian noise for a pulse whose actual ampli-
tude at the output of the matched filter is the random variable A = aA, with mean A
and variance Azaaz. Intuitively, changing the amplitude A of a pulse by A should have
the same effect as adding noise of the same magnitude §A. This is the substance of the
following theorem.

Theorem 11.5.1 With a binary OOK waveform, whose amplitude is gaussian dis-
tributed with mean A and variance Azaaz, by setting the decision threshold at A/2, it is
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possible to achieve a bit error rate in additive white gaussian noise of

(B, o/
Pe=3¢ (\/;o) 20 (\/a n (2Eb/N0)Ua2)>

where 2E,/No = (A/o)>.

Proof A data bit zero is transmitted with probability % The first term corresponds to
the case of a transmitted zero. It depends only on the threshold ® = A/2, not on the
actual value taken by A.

A data bit one is transmitted with probability % The second term corresponds to the
case of a transmitted one. One can calculate this term directly. It is easier, however,
to bypass the algebraic manipulations by noticing that increasing A by §A changes
the term A 4 n by the same amount as if the noise instead were increased by §A. In
particular, the probability of error should depend only on the sum o2 + Az%z, rather
than on either term individually. Consequently, we reach the expression stated in the
theorem. |

The performance of binary OOK in the presence of random unknown ampli-
tude fluctuations is shown in Figure 11.10. When E, /Ny is large, the expression in
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Figure 11.10. Performance of OOK with unknown amplitude fluctuations.
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Theorem 11.5.1 is approximated by

1 1 5
Pe EQ( EUa >,

so the performance is completely dominated by the random amplitude fluctuations.
There is an important lesson here. When p, is very small, one should be wary of
the elementary performance curves that relate p, to E /Ny in additive gaussian noise
because phenomena that were neglected in deriving the performance curves may be
significant.

To set the threshold, the amplitude A must be estimated. If A changes very slowly in
comparison to the bit rate, we may estimate A from the received signal. Let

n—1
v(t) =Y aps(t — £T) + n(r)

£=0

where n(t) is white gaussian noise, a; = 0 or A, and s(¢) is such that there is no
intersymbol interference at the output of the matched filter. An elementary estimate for
A is based on the assumption that half of the databits are ones. This leads to a simple
average of the matched-filter outputs

1 n—1
A= - .
£=0

A better estimator is the maximum-likelihood estimator. The generalized likelihood
function for a single bit that is averaged over the two data values is

Ar(A) = %ef(ngA)z/Zcz + %efx%/Zaz,

and the averaged log-likelihood function for the full record is

n—1
AA) = Z]Og |:e—()cz—z4)2/2(72 + e—x%/Q(rz] .
=0

By factoring out and dropping additive terms that do not depend on A, we can redefine
the likelihood statistic as

n—1
A(A) = Zlog |:€2ng/202—A2/202 n 1] '
(=0
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The maximume-likelihood estimate is that value of A for which the derivative of A(A)
is zero. Thus, the estimate A satisfies

n—1 . e(szK—:p)/Zoz
g(xz —4) e(ZX(Z—ZZ)/Z(Iz +1 =0

To understand what this equation tells us, observe that the bracketed term is close to one
if x¢ is close to A, and it is close to zero if xy is close to zero. Thus we can approximate
the bracketed term by one or by zero, and so approximate the estimator by

1

Z:;ng

xe=1

where the sum is over only those terms with x, > :4\ /2, and n’ is the number of terms
in the sum. This approximation is still an implicit expression for an estimator — which
can be solved by a search procedure — but the sense of it is fairly transparent.

For a larger signal constellation, the maximum-likelihood estimator of amplitude
can be prohibitively complicated to use. However, one may examine the form of
the maximum-likelihood estimator as a vehicle for prompting the design of ad hoc
estimators that are practical to implement.

11.6

Phase uncertainty

Any unintentional phase modulation that is introduced into the received signal either
by the transmitter, by the propagation medium, or by the receiver is a source of phase
uncertainty. This may be due to the motion of the transmit antenna or the receive antenna
because of vibration; to phase errors arising in the local oscillators; to residual phase
errors arising in the carrier recovery circuitry; or to phase errors due to inhomogeneities
in the propagation medium. That portion of the phase error that fluctuates at a rate
comparable to or faster than the symbol rate is called phase noise.

Phase synchronization was discussed in detail in Chapter 8, as was the variance of
the residual phase error. All that remains to discuss is how the residual phase error folds
into the probability of demodulation error.

Let 6 be a random variable denoting the residual phase error. Usually we will model
0 as a gaussian random variable with a zero mean and variance 092. When represented
at complex baseband the received signal with a phase error is

() = ?De(t) + n(r).
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We can usually assume that the phase error changes slowly enough with time that it can
be treated as a constant over each symbol. This means that we can use the approximation

v(t) = Z are® D st — 0T) + n(r).

l=—00

The expected real part of the £th output sample of the matched filter is a, cos 6. The
coherent demodulator determines the data symbol as if 6 were zero and the probability
of error depends on 6. Let p, ¢ denote the probability of symbol error conditional on 6.
The expected probability of error is

Pe = E[pejs]

which will be a function of E, /Ny and 0.

As an example, we will develop an expression for the probability of error of BPSK in
the presence of gaussian-distributed phase noise. Given a phase error of 6, the amplitude
of the real part of the matched-filter output is £A cos @, and E, is degraded by cos? 6.
Thus

2B,
= _— 9
Pelp = QO ( No cos )
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Figure 11.11. Performance loss caused by phase noise.
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|
and
o 1 2E
De = / —e_ez/z%zQ b cos? 0 ) ao.
—oo 2o} No
This integral can be evaluated by numerical integration to produce curves such as
those shown in Figure 11.11. These curves show that phase noise with variance 092
equal to (0.3)? radians-squared requires about 2 dB larger Ej, /Ny to maintain a bit error
rate of 107>, A phase noise with variance 092 equal to (0.5)? radians-squared cannot
maintain a bit error ratio of 10~ with any reasonable increase in Ej,/Nj.
|
11.7 Multipath channels and fading

A multipath channel is one in which there are multiple propagation paths, as shown in
Figure 11.12. Each path is of a different length, and so each copy of the received signal
has a different propagation delay. Multipath arises in free-space propagation because
of reflections from objects in the environment, or for some carrier frequencies because
of multiple reflection layers in the ionosphere. Multipath is common in two-way com-
munication systems, such as mobile telephone circuits in urban environments, because
of multiple echoes caused by varied and unplanned reflections between transmitter and
receiver.

The character of the multipath channel depends strongly on the spread in the various
delays as compared to the duration of a modulation symbol. It may be that the difference
in propagation delay on the various paths is comparable to, or larger than, a symbol
duration. Then a single symbol is received several times, once for each propagation
path, but overlapping other symbols. If, instead, the difference in delay is much shorter
than a symbol duration and the delay changes with time, then a single symbol inter-
feres with itself and the multipath channel reduces to a fading multipath channel. A
fading multipath channel is one in which the received signal strength varies markedly
with time because of the changing relationship between multiple propagation paths
causing constructive and destructive interference. Fading arises in free-space propa-
gation because of changes in the propagation conditions, which may occur because of
changes in reflection layers in the ionosphere, or because of changes due to motion of
the transmitter or receiver.

Transmitter > Receiver

Figure 11.12. A simplified multipath geometry.
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h(t)

| 1

Figure 11.13. Impulse response of a multipath channel.

The impulse response of a multipath channel is of the form

1
h(t) =Y hi(t — 7))

i=1

where h;(t) is the impulse response and t; is the delay of the ith propagation path. In
some cases, the propagation paths may have slowly varying attenuations and slowly
varying delays. Then we should write 7;(¢) in place of t;.

Figure 11.13 shows the impulse response of a multipath channel for which each
propagation path has an impulse response whose duration is small compared to the
relative delay between propagation paths, and each path is modeled as a pure delay.

If the duration of a channel symbol is small compared to the separation between
impulses as shown in Figure 11.13, then a multipath channel can be regarded as a kind
of unintentional diversity communication channel. To achieve superior performance, it
is important to collect and combine the energy of all significant multipath signals. If the
multipath response can be learned by the receiver by observation of the received signal,
then it may be possible to coherently or noncoherently combine the diversity “fingers”
if they can be separated. A receiver that has a response at each multipath component is
called a rake receiver.

A slowly fading channel is one for which the received signal strength changes slowly
in comparison to the symbol rate. The received signal is

v(@) = a()e?De(t) + n(r)

where a(t) and 6 (¢) vary slowly in comparison to c(¢). We shall consider both coherent
and noncoherent demodulators that estimate a(#), and possibly 6 (), from the received
signal. If the phase angle 6(¢) is slowly varying, it can be recovered in the demodulator
and stripped from the carrier. Of course, in practice, neither 6(¢) nor a(t) will be esti-
mated precisely, and this will cause further degradation as was studied in Sections 11.5
and 11.6.

Before studying the demodulators, we shall first motivate the study of slowly fading
channels by considering a multipath model and the typical circumstances that can lead to
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a fading channel. A passband multipath channel may be given in the complex baseband
representation

1
h(t) = Z hi(t — 1;)el%

i=1

where [ is very large, and the phase term (or part of the phase term) is 6, = 27fyt;
which arises due to a delay of 7; on the carrier. If the impulse response and the delays t;
of each multipath channel is short compared to the duration of the transmitted signal,
then we can write this as

1
h(t) = 8(t) Z h;el?

i=1

where the /; are random and independent. By reference to the central limit theorem,
when [ is large we can approximate this by a complex gaussian random variable.
Changing this representation of the complex gaussian random variable to an amplitude
and phase representation, we have

h(t) = Ae?8(1)

where A is a rayleigh random variable and 6 is uniform as was shown in Section 6.4. In
the general case the multipath situation is changing with time, and we write the channel
output as

(1) = A0 D s (1)

with the assumption that A(¢) and 6 () are changing slowly in comparison with c(¢), but
are rayleigh and uniform random variables, respectively, at each 7. This means that over
one or several channel symbols, the channel can be considered as fixed. This channel
is known as a slowly fading rayleigh channel. We may choose to use a phase-recovery
technique to estimate and remove the slowly varying 6(¢r). We then have a received
signal of the form

v(®) = A)c(t) + n(0),

which can be coherently demodulated. Because A(¢) is slowly varying, it can be esti-
mated from the received waveform, and each symbol can be demodulated as if A(¢)
were constant and known. The probability of symbol error then depends on the actual
signal-to-noise ratio for that symbol, and on the accuracy of the estimate of A(t).
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For example, in the case that A = aA, where a is a fixed and known attenuation,
BPSK has an error probability given by

| 2E
Pela = 0 ( aZN_b) .

If, instead, a is a random variable with a probability density function p(a), the average
probability of bit error is given by the expectation

Pe = E[pejal

00
= / p(a)pelada-
0

For rayleigh fading, p(a) is a rayleigh probability density function. Then

X a 2,2
pe:‘/0 ﬁe a*/2b pelada

where the parameter b should be chosen such that
E[a’Ep] = Ep.

This requires that 25> = 1. Then

a2

p(a) = 2ae™

Now we are ready for the following theorem.

Theorem 11.7.1 The bit error rate of BPSK on a phase-coherent slowly rayleigh
fading channel is

1, E,
Pe =75 No+Ep |

Proof Conditional on a, the probability of error is

R | 2052
Pela :/ e (x—aA)* /20 dx
0

V2mo

:/OO L e=¥/2% gy
aA \/2710‘

so that, by reference to the discussion prior to the theorem statement,

/wz _aZ /OO 1 _x2/20.2d d
Pe = ae —e x da.
‘ 0 aA N2mo
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Replace x/o by y and a2 by z to make the exponents compatible. Then

/OO _Z2/2/°° 1 gy d
Pe = ze ——e y dz.
o ie)\30 N2

The integration is over a wedge-shaped region in the y, z plane, which is well-suited to
working in polar coordinates. Let

y =rcos¢
z=rsin¢
dydz =rdrddo.

The lower limit on the y integration is

Therefore

oo ptan”! (ﬁo/f_}) 1 5 2/2
= resinge™" “dr d¢,
Pe fo fo —rsing o

which separates into two elementary integrals that can be evaluated to give

—L @ 1 — costan™! @
Pe—m 5 1

_1[1_ A }

el W=

_l | E, /Ny

T2 V1+E/N |

as was to be proved. ]



429

11.7 Multipath channels and fading

We could have proved Theorem 11.7.1 in a slightly different way by first deriving
an unconditional probability density function on x as

p(x) =/0 p(a)p(xla)da

/002 _2 1
= ae
0 V2mo

and then integrating p(x) from O to co.

e—(x—a/_\)Z/Zcrz da

Theorem 11.7.2 The bit error rate of a coherently demodulated binary FSK on a
slowly rayleigh fading channel is

1 E,
pe=~|1— [0 |
2 2Ny + E},

Proof The proof is nearly the same as the proof of Theorem 11.7.1. [ |
Theorem 11.7.3 The bit error rate of DPSK on a slowly rayleigh fading channel is

1

Pe = 5 0k, /Ny

and the bit error rate of noncoherently demodulated binary FSK on a slowly rayleigh
fading channel is

1

Pe= 3T Ey Ny

Proof The starting point is the expression for the probability of error of DPSK

pe — e_Eb/NO

2 2
— 1,-A%20?

ST ST

Therefore for the proof at hand,

| — A2 202
pelazfea /20

and

oo
1 A2 /202
pe=/ 2ae™ L@ A/277dq
0

© 201132 192
:/ ae™ (14+A7 /20 )da
0

1
T 24 2E,/Ny’
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as was to be proved. The second half of the theorem can be proved by noting that
noncoherent FSK requires 3 dB more energy than DPSK. ]

Whereas the probability of error on an additive gaussian-noise channel decreases
exponentially with E, /Ny, the probability of error on a slowly rayleigh fading channel
goes as (E;,/No)~!. This is a considerable degradation in performance. To recover, a
diversity technique is commonly used. The most important technique is the noncoherent
combining of an M-ary FSK diversity waveform. We shall derive the maximum-
likelihood diversity combining rule for this case, where we shall need to deal with
the probability density function of the magnitude of the matched-filter output. Surpris-
ingly, even though the ricean probability density function cannot be expressed in terms
of elementary functions, when averaged over a rayleigh amplitude distribution, the
probability density function takes on a simple form, as follows.

Theorem 11.7.4 For each a, let p(x|a) be the ricean density function
p(xla) = xe~ Oy ax),
and let a be a rayleigh random variable. Then p(x) is rayleigh with the density function

px) = 23—xe_x2/3.

Proof The unconditional probability density function is

p(x) =/0 p(a)p(x|a)da

e 2 2 2 2
= f 2ae [xe” ¥ 192 (ax)\da.
0
Substitute the definition of Ip(z) and interchange the order of integration

2 o0
ax
px) = /(; /(; ;e_((xz—Zxacos¢+a2)/2)_a2da s,

With the change of variables, acos¢ = u, asin¢g = v, and a da d¢ = du dv, this
becomes

px) = l |:/00 e(3”22”x+x2)/2dui| |;/‘0° esvz/zdvi| .
b —00 —00
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Completing the square and redefining the variable of integration in the first integral

gives
2
T —00
2x _p2
= /3
3¢
which completes the proof of the theorem. |

Theorem 11.7.5 The maximum-likelihood demodulator for a noncoherently received
L-ary diversity, M-ary FSK waveform, with independently fading rayleigh amplitudes
in gaussian noise, chooses that m for which

L—1
A(m) = Z u;ie
=0
is largest, where upy,g is the output of the mth matched filter at the Cth diversity sample.

Proof Let ps(x;e) and py (x,¢) be as in the paragraph leading to Theorem 11.7.1.
The maximum-likelihood principle leads us to maximize the function

A// (m) Z l pS (xmﬁ)

=0 pN (me)
When there is only noise, each output magnitude is described by a rayleigh random
variable.

e—x2/2rr2‘

pN(xX) = —

When there is a rayleigh distributed signal in gaussian noise, the magnitude again is
described by a rayleigh random variable, as asserted by Theorem 11.7.4.

2x e_x2(1+20.2)

ps(x) = gy

Therefore

A//( ) = 1 202 + xtznﬁ
m) = (0] .
ZZ_O 811202 " 202(1 + 209)

This is maximized by the same m that maximizes

L—1
A(m) = Zx,zne,
=0

and the proof is complete. |
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Figure 11.14. Performance of L-ary diversity binary FSK on a rayleigh fading channel.

To evaluate the performance of L-ary diversity signaling on a slowly rayleigh-fading
channel, one must compute the probability of demodulation error. The probability of
demodulation error is computed initially by finding a probability density function on the
decision statistic in the presence of a signal plus noise and in the presence of noise only.
This requires an L-fold convolution of probability densities. The probability of error
is then written in the form of an equation similar to that appearing in Theorem 6.8.1.
Numerical integration gives performance curves, such as those shown in Figure 11.14
for the case M = 2, which is binary FSK. The curve labeled L = 1 is described by
Theorem 11.7.3.

The hardlimiter at baseband and passband

In applications in which the amplitude of the received signal prior to the matched filter
is small compared to the additive gaussian noise, one may elect to pass the received
signal through a hardlimiter. The reason for this is that strong impulsive interfering
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v=h(t)

y(t)

y(t)

Figure 11.15. The hardlimiter.

signals are greatly attenuated, and as we shall see in some cases, the signal itself is only
slightly attenuated.
The hardlimiter is defined by the function

1 x>0
y=nhkx) = 0 x=0
-1 x<0.

The equality condition is of little importance, sometimes it is merged with either of the
inequality conditions, as by redefining 4(x) = —1 when x < 0. Then the hardlimiter
can be thought of as a one-bit scalar quantizer.

The hardlimiter is represented symbolically in Figure 11.15. Also shown is an exam-
ple of the output of the hardlimiter when the input is a baseband waveform. The only
attribute of the input waveform that is retained in the output waveform is the location
of the zero crossings.

We are interested in the hardlimiter primarily when it is used with passband wave-
forms as inputs. When restricted in this way, the hardlimiter is called a passband
hardlimiter. A passband hardlimiter has been introduced intentionally into many
kinds of communication receivers, particularly in satellite relays and in jam-resistant
communication systems, to prevent a strong signal from masking a weak signal.
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There is an indirect way of specifying a hardlimiter based on the following definite
integral

x ifa>0

/oosmf")dgz 0 ifa=0

—n  ifa <O,

which can be found in most tables of definite integrals. Using this integral, the
hardlimiter can be described as

1/00 sin(éx(l))d

= | e

This description of the hardlimiter looks complicated and unnatural, but it will prove
to be useful.

We are interested in the output of a passband hardlimiter when the input is a passband
waveform in additive gaussian noise. Thus

x(t) = s(t) + n(¢)

where both s(¢) and n(¢) are passband waveforms.
The proof of the next theorem requires reference to tables of definite integrals.
Specifically, we shall use the well-known definite integrals

oo 22 22
/ Jo(Ex)xe™ Pdx = e 5/
0
where Jo(x) is a Bessel function of the first kind, and

o0
d.
/ sin(2)cy)e_x2—)C = merf (y)
X

—00

where the error function erf (y) is defined as

2 Vo2
erf(y) = ﬁ ; e dz.

Theorem 11.8.1 (Reed-Jain Theorem) The expected output E[y(t)] of a passband
hardlimiter when the input is the passband signal s(t) in additive stationary passband
gaussian noise of variance N is given by

Ely()] = erf («j(Zt_)N>
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Proof The proof begins by expressing y(¢) as a function of x(#) using the definite
integral

1 [ . de
() = —/ sin[&Ex(1)] —.
T J §

When x(¢) = s(¢) + n(¢) is inserted into this integral, the sine of a sum appears. It may
be expanded into the sum of products

Y dg 1 [ . d&
y(@) = —/ sin[§s(r)] cos[En(r)]—— + —/ cos[§s()] sin[En()]—.

T J-co %_ T o0 3
The passband gaussian noise at the hardlimiter input may be expressed as

n(r) = r(t) cos2mfor + ¢ (1))

where the envelope r(¢) and the phase ¢ (¢) are slowly time-varying random variables
having, at each instant, rayleigh and uniform probability densities, respectively.

Substitute the above statement of the noise as the noise term in the previous
expression and use the general Fourier expansions

cos(zcosp) = Jo(z) +2 Z (=D)"J2(2) cos 2mp

m=1

[e.¢]
sin(zcosp) =2 Z(—l)mjzm+1 (z) cos2m + 1)p,

m=0

in terms of the Bessel functions J¢(z). Then the following expression for the output of
the hardlimiter is obtained:

1 [ de
(@) = —/ sin[Es()] - Jo(5r(t))—
T J-o §

2 & o9 d
+ P Z(—l)"’f Sin[ES(t)]sz(ér(t))g cos 2m(2wfot + ¢ (1))
m=1 -

2 & o0 d
+ = Z(—l)mf cos[&s(D)1am+1 (c‘?r(t))?g ~cos(Zm + 1) 2rfot + ¢ (1)).
m=0 -

All terms in the above equation are random because the noise amplitude r(¢) and phase
¢ (¢) are present. Because all terms in the second two integrals contain a random phase,
those two integrals will not contribute to the average and can be dropped when taking
the expectation of y(¢). Only the first integral will yield an average output. Therefore

1 [ de
Ely(»] = ;/ SIH[SS(t)]E[Jo(Sr)]?-
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The expected value of Jy(&r) is given by

o0
EUo(En] = [ Joenp)dr
0
where p(r), the probability density function of the noise amplitude, is a rayleigh density
function

r
P(r) = _ze,r2/202'
o

Therefore

ElJo(¢)] = f " hoEn S e dr
0 o

= 67%520—2
by the first definite integral given prior to the statement of the theorem. Substitution
into the expression for E[y(¢)] gives

1 [ d
EbOl = [ sinlgs(ole 00 E
o0 3

m )

" < s(t) >
=er
V2N
by the second definite integral given at the start of the proof. This completes the proof
of the theorem. ]

When the signal is weak compared to the noise, the output of the hardlimiter may
be described more simply. We shall establish a model in which the signal s(¢) passes
through the hardlimiter attenuated but otherwise unchanged. The noise, on the other
hand, is dispersed in several ways, as shown in Figure 11.16. The noise power is
clustered at the harmonics of fjy. At each harmonic, part of the noise power appears in
the form of a scaled replica of the original noise signal, and part of it is smeared out in
a more complicated way.

S(f)

J1 :

I I T | I I I f

Figure 11.16. Spectrum of hardlimited passband white gaussian noise.
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Corollary 11.8.2 A weak passband signal s(t) in additive passband gaussian noise has
its signal-to-noise ratio reduced by 2/m when passed through a passband hardlimiter.
That is,

). ()
N out T \N in‘

Moreover, if the hardlimiter output is passband-filtered to its original bandwidth, then

%).~3&)
— >—1=) .
N out 4 \N in

Proof The error function is defined as

) = — /y —d
errx) = —— e X.
VT JOo

When x is small, the integrand is approximately equal to one, which leads to the
approximation

2
erf (x) ~# —x.
JT

Therefore, the expected value of the output of the hardlimiter, by Theorem 11.8.1 is

2
Elz(n)] = \/;s;—”

so the output power is 2/(wro?) times the input power. Because the noise power at
the hardlimiter output is essentially the same as the total output power — which equals
one — the first part of the corollary is proved.

The second statement is a consequence of how the noise power is distributed on
the frequency axis. With s(#) equal to zero, the input of the passband hardlimiter is
passband gaussian noise, which can be put in the form

n(t) = r(t) cos[2xfot + ¢ (1)].

The hardlimiter discards r(¢) and turns the phase-modulated cosine waveform into a
phase-modulated square waveform. Let

1
§=for+ ¢ ).
14



438

Performance of practical demodulators

The hardlimiter output ng(¢) is a square wave in the variable £. Using the Fourier series
expansion of a square wave in & gives

4 i (= Dk cos(2k + 1)27&(1)
T

no(t) =
Pt 2k + 1
_ 4 Z (—D* cos(2k + 1) 2nfot + qb(t))
B 2k +1

If fo is large, then the spectrum of the first term does not overlap with the spectra of
the other terms. All terms but the first can be rejected by a passband filter that is wide
enough to pass only the first harmonic. Then the expression for ng(f) is given by

4
no(t) = - cos[2mfot + ¢ (1)].

Because the average of cos®x equals %, the average output noise power in the first
harmonic is

v 1 (16
0= 2\ 72 )

Because of the phase modulation ¢ (¢), part of the noise power in the first harmonic will
actually lie outside the original passband. This part of the noise also will be rejected,
so the output noise satisfies the strict inequality

N 8
< —.

out 7_[2

Combining this inequality with the first part of the corollary proves the second part of

the corollary. u

Next, we look deeper into the effect of the passband hardlimiter on the spectrum of
the gaussian noise. For this purpose, we take the input to the hardlimiter to be noise
only. We can anticipate something of the behavior. By rewriting the noise n(¢) in two
parts,

n(t) =n'@t) +n’ @),

where n’ (1) is the portion of the noise lying in a narrow-frequency interval about an
arbitrary frequency f, and n'(¢) is the remainder of the noise. If the frequency interval
is small, then n” (¢) is small compared to n’(¢). We can regard n” (¢) to be the signal and
apply Theorem 11.8.1 and Corollary 11.8.2. They say that n” (¢) passes through the filter
attenuated. Because this is true for every frequency component of n(t), we conclude
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that, in some sense, the output of the hardlimiter preserves some sort of attenuated
replica of n(f), though contaminated by other terms.

The next several theorems will provide a more precise description of the relationship
between the output and the input of a hardlimiter excited by gaussian noise.

Theorem 11.8.3 (Van Vleck—-Middleton Theorem) If the input to a hardlimiter is a
zero-mean stationary gaussian process x(t) with autocorrelation function Ry, (t), then
the output has the autocorrelation function

Ryy (1) = ésin*1 [RXX(T)} )

R (0)

Proof We begin with the representation

1 [ de
(@) = —f sin[§x(7)]—.
T J - §

Then

Ryy(f) =E@®)y( + 1)]

_l1lg / o / * d& dn
= — sin[£x(t)] sin[nx(t + T)]?T

Use Cauchy’s formula to expand each sinusoid into two terms

ds dn

1 oo poo ) )
Ry (1) =~ E / / [JE30) _ miEx(ypinx(4T) _ p=inx(r+)) 98 2
—00 J—00

Expanding the product in the integrand gives four terms, and the expectation can be
distributed across these four terms. We shall work through the expectation of one of
these terms. Let

M(E,n) = E[e./éx(t)-i-jnx(t-%f)]'
This can be recognized as a bivariate characteristic function. Because x(¢) and x(¢ + 7)

are jointly gaussian, the bivariate characteristic function can be readily evaluated. It
has the form of a two-dimensional Fourier transform, and can be evaluated as such. Itis

M (&, ) = e~ EF205n+07)/2

where p is the correlation coefficient of x(¢) and x(f + 7).
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There will be four such terms, but only two different terms. They are equal in pairs.
The expression for Ry, (7) becomes

IS dé d
Ryy(r)z_ﬁ / / [~ @ 2080+/2 _ —(&=2pgn+n2)/2 45 A1

& n
/ / o~ &) 2ot piny 98 AN
~ 22 E 1

Change the integral of a difference into the difference of two integrals. Then in the
second integral, change the dummy variable £ to —&. The second integral changes sign
and is now seen to be the same as the first. Then the two combine to give

Ryy (1) = i /Oo / o~ 2050 +n? )/Zdé d"
wlT) = —
e J—c0 J— &

To integrate this, we use the method of differentiating under the integral sign. Let I (p)
denote the integral as a function of p, and notice that 7(0) equals zero. The derivative
of I(p) is

M - i foo foo e—(§2+2/>$77+'72)/2d%- dn.
dp 72 ) oo Jooo

This is in the form of the integral of a two-dimensional gaussian density function and
would be equal to one if normalized properly. Hence by inspection of the required
normalizations, we find that

di(p) 2 1

dp w 1—p2

Consequently,
2 [P
I(p)=— / ——
T Jo 1 —x2
2 . _]
= —sin~ " p,
b4
which, because p = Ry, (7)/R(0) completes the proof of the theorem. [ |

This theorem and the next theorem are companions: Theorem 11.8.3 gave the
autocorrelation at the output of the hardlimiter, while Theorem 11.8.4 gives the
cross-correlation between the input and the output.

Theorem 11.8.4 [fthe input to a hardlimiter is a stationary, unbiased gaussian process
with autocorrelation function Ry, (T), then the cross-correlation function between input
and output is given by

2 Ry (1)

Ro@ =\ 7 /R
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Proof We begin with the representation

1 [ de
(@) = —/ sin[§x(7)]—.
T J—oo §

Then

Ry (1) = E[x(t + 1)y(1)]

= lE/ [x(t+ 1)] sin[Sx(t)](;—s.

T —

Use Cauchy’s formula to expand the sine into two terms

LR £ _—jexn 98
Ry(7) = 2]_7TE x(t+1)[e/ —e ]?-
-0

Expanding the product gives two terms: we will work through the expectation of one
of these terms by recalling the bivariate characteristic function

ME,n) = E[ejsx(’)"‘j'?x(t—i-r)]’

we can write

oM (§,m)

= E[jx(t + 1)e/5*),
an

n=0

which has the form of the integrand above. But we know that

M€, ) = e~ EF2p@tn+n")/2

where p = p(7) is the correlation coefficient of x(z) with x(¢ + 7). Therefore
JEIx(t + 1) 0] = —p(0)ge 672,

Because there are two such terms, the expression for Ry (7) becomes

Ry(7) = %/oo p(f)e_gzﬂdé
2 \/?Rxx(z)
V2O =V RO

This completes the proof of the theorem. |
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Bandlimited z p
Gaussian .
Noise Nonwhlte
Noise

Figure 11.17. Second-order model of hardlimited gaussian noise.

The picture that emerges from Theorems 11.8.3 and 11.8.4 is shown in Figure 11.17.
Up to second-order moments, we can model the effect of the hardlimiter on gaussian
noise x(¢) in terms of the equation

_ (2 X
Vo JRL(0)

where e(?) is a noise term uncorrelated with x(¢). We call it “self-noise” because it is

y(0) +e(1)

noise created by the signal x(¢). To validate this equation, correlate both sides with x(¢),
then with y(#). This gives the correlation functions

Ry = | 2220 | B+ 1)
7T /Ry (0)
and

R _ 2 Ra(®) 2 Ele(r)x(t Nelt Ele(t)e(t
w(T) = = RerO) + R0 [e(H)x(t + T) + x()e(t + T)] + E[e(t)e(t + 7)].

The first equation and Theorem 11.8.4 lead to the conclusion that
Ele(t)x(t +1)] =0
and the expression for R,y (7) becomes

3 Ry (1)

Kol = 2 R

+ Ele(De(t + 1)].

Comparing this equation to Theorem 11.8.3 gives the autocorrelation function of the
self-noise

2 . Rxx(‘() Rxx(f)
Ele(@et+ )] = — [sm R.©0) R (0)]

This model is meaningful up to second moments. Even though e(¢) is uncorrelated with
x(t), it is not independent of x(#). In fact, e(¢) is completely determined by x(t).
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The power density spectrum of the self-noise is obtained by taking the Fourier
transform of the autocorrelation function. Using the Taylor series

1 3 5
-l _ 13,25, 2 7., ..
sin” " x —x 6x +40x + 112x + ,

we see that the autocorrelation function of the self-noise is

211 3 3 5 5 7
Ree(T) = ; ngx(T) + ERxx(f) + mex(T) + -

where the function has been normalized so that R,,(0) = 1. Then the power density
spectrum is

2[1 3 5
See(f) = — [ES(f)(*” + 25N + SO - ] :

with the notation defined by

S =S(f) *S(f) % -~ S(f)

where there are n copies of S (f) on the right and S ( f) is the Fourier transform of R, (f).
This is the background that is behind Figure 11.16. The rearrangement of the passband
noise spectrum at the input S(f) to form the noise spectrum at the output, comprised
of Sy, (f) and S..(f), is illustrated in Figure 11.18. Other terms at harmonics of f; are
not shown here, but were shown in Figure 11.16. The total power density spectrum
near fp is shown in Figure 11.19. If the output is filtered back to its original passband,
the small tails of S, (f) will be suppressed.

S(f)
ol In
| -+ , put Spectrum
. 8T :/
! T 1
61 / Qutput Spectrum
4 —4
2 : Self-noise Spectrum
L— | /
—t— L
fo

Figure 11.18. Rearrangement of spectrum at the output of a hardlimiter.
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Figure 11.19. Passband spectrum at the output of a hardlimiter.

11.9 Smooth nonlinearities

A smooth nonlinearity h(x) is a continuous function that operates on the instantaneous
value of the input waveform x(¢) to produce the output y(t) = h(x(¢)). Among the
smooth nonlinearities are monotonic nonlinearities, such as softlimiters and compan-
ders, and nonlinearities that are not monotonic, such as square law devices. We shall
examine the effect that a nonlinearity can have on a pulse s(¢) or on the pulse spectrum
S(f). Generally, the nonlinearity will change the way the energy is distributed on the
frequency axis, placing energy in regions of the frequency axis where there was none
prior to the nonlinearity. This is sometimes loosely referred to as energy “splattered”
out of the original band by the nonlinearity. The first principle we will develop shows,
however, a sense in which this newly created signal spectrum is uninformative.

Theorem 11.9.1 Let h(x) be a strictly increasing function of x such that h[s(t)] has
finite energy whenever s(t) does. Suppose that s| (t) and s3(t) are finite energy baseband
pulses whose spectra are zero only at frequencies satisfying | f| < W. If h(s1(t)) and
h(s2(t)) have spectra that are equal for | f| < W, then s1(t) equals sy(t) for all t.

Proof Letr;(z) = h(s1(¢)) and r2(¢) = h(s2(2)). By Parseval’s theorem, we can write

/ [Ri(f) — Ra(OIST() — S3(Hdf = / [r1 () — rnO][s7 (1) — s5(D)]dt.

The left side is zero because the first factor of the integrand is zero when | f| < W, and
each term in the second factor of the integrand is zero when | f| > W. Consequently,

/ [r (@) — r2O1[s7(@) — s3(O1dt = 0.
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But h(x) is a strictly increasing function, so the first factor of the integrand has the same
sign as the second factor, thus the integrand is never negative. Because the integral
equals zero, the integrand must be zero. But both factors are nonzero if s () does not
equal s, (¢). Therefore s (¢) equals s (7). [ |

The point of the theorem is this: obviously because 4 is strictly increasing, when
s1(t) # s2(t), then h(s1(t)) # h(sz(¢)). What is not so obvious, but is asserted by the
theorem, is that i(s1 (¢)) and h(s>(¢)) can be passband filtered to the original bandwidth
and will still be different. The difference in the outputs of the filtered pulses, however,
need not be as large as the difference in the original pulses. Although a monotone
nonlinearity, followed by a passband filter, may reduce the euclidean distance between
two distinct waveforms in that passband, it can never reduce that distance to zero. In
additive gaussian noise, the effect of the nonlinearity can be described as an effective
loss in Ej, /Np. In gaussian noise, it must be a loss, in general, rather than a gain because
the maximum-likelihood demodulators do not call for any nonlinearity. Determining
the magnitude of this loss is rarely analytically tractable, if ever; it usually requires a
computer simulation to determine.

The effect of a smooth nonlinearity on a passband signal is also of interest. This effect
often can be described separately for the modulation and the carrier. The outgoing
signal of any smooth passband nonlinearity, such as a softlimiter, can be described
in principle by a method slightly similar to the Van Vleck—Middleton theorem. The
smooth nonlinearity affects both the modulation and the carrier, the latter by creating
harmonics. Let the smooth nonlinearity 4(x) have input x(r) = AcosQrfot + 6).
Because the input is periodic, the output will be periodic. Therefore, the output can be
expanded in a Fourier series, which must have the form

h(x(t)) = Z he(A) cos(2m £fpt + £6)
=0

where h¢(A) is the £th Fourier coefficient, which is a function of A. More generally
when the amplitude and phase are varying slowly in comparison with cos 27 fyt,

x(1) = A(t) cos2mfor + 0(1)),

and we have the quasi-stationary approximation
oo

h(x(t)) = Z he(A()) cos2m Lfot + £6(2)).
=0

In general, it would be tedious to compute the hy(A). However, for integer power-law
nonlinearities, standard trigonometric identities allow a closed-form expression. For
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example, if 4(x) = x>, we can state explicitly
h(x(1)) = A (1) cos® 2ot + 0.(1))

= §A3(t) cos(2mfot + 6(1)) + %ﬁ(z) cos 32 fot + 0(1)).
The passband signal at fy can be filtered from the other harmonics if fj is large. The
effect of the cubic nonlinearity on the passband signal is almost as if the amplitude only
were passed through the cubic nonlinearity, and then modulated. Other odd-power
nonlinearities of passband waveforms behave similarly. Even-power nonlinearities,
however, have no output modulation component at frequency fj.

The quasi-stationary approximation regards the passband waveform as narrow in
frequency with respect to fp, and the nonlinearity affects the carrier and the modulation
separately. The cubic nonlinearity does expand bandwidth because A(f)* has a wider
bandwidth than A(¢), not because the dominant carrier broadens.

This approximation breaks down if the passband waveform is not narrow. This is
demonstrated by considering the case of two sinusoids. When the input to a smooth
linearity is the sum of two passband signals, the output of the nonlinearity may be
predominantly the sum of two passband signals. Consider the passband signal

x(1) = x1(2) + x2(2)
= ap(t) cos 2mfot + a1 (t) cos 2mfit.

The cubic nonlinearity will form cubes of the terms x; () and x(¢) individually, which
can be treated as before, and cross terms such as

3x1(6)2x2(1) = (ao(t)? cos® 27 for) (ai (1) cos 27 fi1)

_ 3ap(t)?ay (1)

1 1
5 |:cos 2rfit + 3 cos 2 (2fo + f1)t + 3 cos 2 (2fy —fl)t:| .

If fo and f; are not too different, the new carrier at 2fy — f] will lie in the modulation
band.

Problems for Chapter 11

11.1. a. Isthe performance of an optimal coherent demodulator for M-ary orthogo-
nal signaling affected by amplitude variations in the received signal (slow
variations compared to the symbol duration)? Does the answer depend on
whether the variations are known to the demodulator? Explain.

b. Repeat for a noncoherent demodulator.
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11.2.

11.3.

11.4.

11.5.

11.6.

a. Suppose that a coherent demodulator for M-ary orthogonal signaling con-
tains a noisy reference. The phase error 6, is modeled as a zero-mean
gaussian random variable of variance 092. Assuming that 092 & 1, setup an
integral for p, as a function of Ej, Ny, and 092.

b. For M = 2, express p, using the error integral Q(x).
Give an ad hoc estimator for the amplitude of a coherent binary FSK wave-
form in additive gaussian noise when it is known that the amplitude does
not change during a block of n bits. Find the maximum-likelihood estima-
tor for estimating amplitude and demodulating data simultaneously. Find
the maximum-likelihood estimator for estimating amplitude only with data
treated as a random nuisance parameter and averaged out. How do these three
estimators compare?

a. Prove Theorem [1.5.1 by a direct argument as follows. Begin with the
equations

l/oo 1 efxz/Zazdx_‘_l A/2 1 ef(xfa)z/Zozdx
2 Jap N2mo 2 J-x 270

*© 1 2 0 dns 2
Pe = / _e—(aA—A) /2A20a da
00 2MAGT,

Pela =

and evaluate p, by interchanging integrations, combining exponents, and
completing the square in the exponent.
b. Is it possible to redefine the threshold to reduce the average bit error rate?
Give a tight approximation for the probability of bit error for a sixteen-ary
square signal constellation if the signal amplitude is multiplied by a gaussian
random variable a of mean one and variance 2, with o, much smaller than one.
Let x be the magnitude (normalized by (2Np) %) of the matched-filter output of
a pulse output of a rayleigh fading channel. The probability density function
of x is
—x?/(2+4b°Ep [No)

PO = T390 (E, /Ny

a. Let y = x2. Show that the probability density function of y is

1

— L y/U420°Ey/Ny)
1 + 2b%(E,/No)

p)

when the signal is present, and
py) =e™

when the signal is absent.
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11.7.

11.8.

b. Given L independent diversity samples with statistic z = Z%:l x%, show
that
L-1
2 —2/(142b2E, /No)
(L — 1)!(1 4 2b%(E,/No))

pQ@) =

when the signal is present, and

ZL—l

(L-1n!

—Z

p() = e
when the signal is absent.

c. Show that the bit error rate of noncoherently combined L-ary diversity
binary FSK on a slowly fading rayleigh channel is given by

1\ _ —L—¢
el (aewf) "
QL -DIL—-1-DIL+20 No

L—-1

Pe =

=0
Verify that this reduces to the correct equation when L = 1.

In contrast to the abrupt transition of a hardlimiter, a softlimiter makes a

gradual transition between the limits of 1. One possible choice of amplitude
characteristic for the softlimiter is the error function

()

Prove that when a signal s(¢) in gaussian noise of variance o2 is applied to this
softlimiter, the expected output is

s(1)
E =erf | ——|.
Sa |: 2(c2 +a2):|

Prove that whereas a weak signal in the presence of gaussian noise is attenuated
with respect to the noise by 1 dB by a passband hardlimiter, a weak signal in
the presence of an interfering pure sinusoid is attenuated with respect to the
sinusoid by 6 dB by a passband hardlimiter. Specifically, let

v(t) = cos 2mfit + acos 2w fyt

where cos 271t is the interfering sinusoid, a cos 2zfyt is the signal, and a is
small compared to one. Show that the input to the hardlimiter is

0=/ (1 +acos 27 (fo — f)r)? + (@sin 2 (fo — f)r)? cosQfit + (1),
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11.9.

11.10.

11.11.

The output of the hardlimiter, when filtered to the passband, is approximately

(1) = cosQrfit + ¢ (1))
_ cos 2w f1t + acos2mfpt
T+ a2+2acos2n(fo — fi)t

~ cos2mfit + g cos 2mfot — gcos 27 (2f1 — fo)t.

If a is replaced by a pulse, as(?), describe what happens at the output of a filter

matched to the passband pulse 5(z).

A diversity communication system sends the same BPSK waveform through

two additive gaussian-noise channels. A malicious source of interference,

called a jammer, randomly chooses one of the two channels independently
from bit to bit and inserts additional gaussian noise into that channel. There-
fore the outputs of a pair of matched filters on the pair of channels both have

a mean output of +A, depending on the value of the data bit, and have vari-

ances No, No + Jo or Nog + Jo, Ny, depending on which channel the jammer

chooses.

a. What is the maximume-likelihood decision rule for the £th data bit in terms
of the outputs of the two matched filters at time £7, denoted x, and y,?

b. Write down a likelihood function for the £th data bit with the jammer state
averaged out. What is the decision rule maximizing this function, given
that Jo > No?

c. Now suppose that there are three diversity channels and the jammer ran-
domly chooses one of the three to jam at each bit time. What is the
maximum-likelihood decision rule?

d. Suppose that there are two diversity channels but that the jammer state
remains the same for a block of n data bits. What is the likelihood function
for the jammer state averaged over data? What is the estimate for the jammer
state that maximizes this function?

A diversity communication system uses two diversity channels and binary FSK

signaling. The two channels have identical but unknown phase errors. Sketch

an optimal demodulator and give an expression for the probability of bit error
as a function of Ej/Ny, given that both channels are functioning and are of
equal amplitude.

a. Given that random variable X has a probability density function p(x), what
is the probability density function for X 2?

b. Given that random variables X, have probability density functions p(x;),
what is the probability density function for Zﬁf;é X 22?

c. Write down the set of equations that must be numerically integrated
to compute the probability of bit error as a function of E,/Ny for an
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11.12.

11.13.

11.14.

11.15.

eight-ary orthogonal signaling waveform with 4-ary noncoherent diversity
and square-law combining.
Find the maximum-likelihood demodulator for a noncoherently received L-
ary diversity OOK waveform with independent rayleigh fading amplitudes in
additive gaussian noise.
Let € > 0 be given. Show that, for any d, one can find a nonlinearity /(x) and
two pulses s1(¢) and 57 (¢) satisfying Theorem 11.9.1, such that

/‘Gmﬂ—&dﬁﬁ=d

and

w
/&@mﬂ—&dﬁﬁ<e

where 71 (¢) and r,(¢) are the outputs of the nonlinearity.
A mixer, used to change carrier frequency from fj to f1, is constructed from a
nonlinear element

y=ap+ax+ azx2 + a3x3

by setting
x(t) = v(t) + cos 2w (fo — f1)t

and filtering out the component of y(¢) at frequency f]. Suppose fy = 100 MHz,

f1 = 10 MHz and v () has bandwidth equal to 1 MHz.

a. Sketch the spectrum of y(¢) and specify the filter.

b. Suppose that v(7) is contaminated by an interfering signal at frequency f;,. At
what values of f; will there be a problem of interference at the intermediate
frequency?

A satellite transponder may contain a nonlinearity that will require extensive

numerical computation to study it completely. The flavor of such a problem

may be appreciated, however, by looking at a simple discrete-time problem.

A discrete-time BPSK waveform with intersymbol interference is

ck = ar +0.1ax—;

(where a; = =£1) and is contaminated by additive gaussian noise and passed
through a hardlimiter

Ur = sgn [cx + ng]

where n; is memoryless zero-mean gaussian noise with variance o> = 1.
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Notes

a. Is a decision-feedback demodulator a suitable demodulator? Is the Viterbi
algorithm suitable?

b. What is the maximum-likelihood demodulator?

c. Construct an example of a data sequence and a received sequence and show
how the data sequence can be recovered by a recursive procedure.

11.16. A coherent 32-ary diversity communication channel contains a hardlimiter
prior to the matched filter in each diversity channel and the signal energy is
divided evenly among the channels.

a. Suppose that all channels are equally noisy and that the signal is less than
the noise at the hardlimiter input. What is the penalty in £ /Ny because of
the presence of the hardlimiters?

b. Now suppose that the noise is twice as strong on sixteen of the diver-
sity channels as on the others. By how much must E, be increased to
compensate? Compare this to the case in which there is no hardlimiter.

c. Finally, suppose that the noise is eight times as strong on four of the diver-
sity channels as on the others. By how much must E; be increased to
compensate? Compare this to the case in which there is no hardlimiter.

Notes for Chapter 11

The analysis of the performance degradation due to phase and amplitude imbalance is
a standard calculation and was surveyed by Franks (1980). The method known as a
rake receiver for dealing with multipath was demonstrated by Price and Green (1958)
based on decision-theoretic fundamentals. The optimal diversity combining technique
for a rayleigh fading channel was derived by Pierce (1958). Price (1954, 1956) had
also studied diversity combining. Cheun (1997) calculates the bit error rate of a rake
receiver in various applications.

The effect of a hardlimiter on gaussian noise is important in communication systems,
in radar systems, and in control systems. It has been well-studied, starting with the
work of Davenport (1953) and of Van Vleck and Middleton (1966). The Van Vleck—
Middleton formula can also be obtained as a consequence of Price’s theorem (1958).
The effect of a hardlimiter on a signal in gaussian noise was studied by Reed (1958)
and Jain (1972). The cross-correlation between the input and output of a nonlinear
device was studied by Bussgang (1952). The theorem that a monotonic nonlinearity
cannot reduce the distance to zero between two waveforms within a passband was
given by Beurling and reported by Landau (1960). Continuing work on the study of the
effect of nonlinearities includes contributions by Manasse, Price, and Lerner (1958);
Cahn (1961); Jones (1963); Blachman (1964, 1971); and Davisson and Milstein (1972).
Robust methods for signal processing were studied by Kassam and Poor (1985).



452

Performance of practical demodulators

The deep insight that every stationary channel is described by a constant, called its
capacity, is one of the many great contributions of Shannon (1948). The formula for the
capacity of the additive gaussian noise channel is a fundamental formula of information
theory, and is derived in most textbooks of that subject.

Berger (1966) compared the performance of a linear equalizer to performance bounds
of information theory. Price (1972) extended this comparison to decision-feedback
demodulation, thereby establishing the intrinsic superiority of that technique.
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The communication problem can be given a new dimension of complexity by the
introduction of an adversary. The adversary may have a variety of goals. The goal
may be to interrupt communication, to detect the occurrence of communication, to
determine the specific message transmitted, or to determine the location or the identity
of the transmitter. The communication problem now takes on aspects of the theory of
games. The transmitter and receiver comprise one team while the adversary comprises
the other team.

An adversary may try to interrupt communication by falsifying the messages or by
inserting noise into the channel. In the former case, the adversary is called a spoofer
while in the latter case, the adversary is called a jammer. An adversary who intends to
read the specific message transmitted is called a cryptanalyst. An adversary who intends
to determine the location or the identity of the transmitter or to detect the occurrence
of communication is called a signal exploiter.

Waveform techniques to counter a jammer or an exploiter are similar; both try to
spread the waveform over a wide bandwidth. Such waveforms are called antijam wave-
forms or antiexploitation waveforms. Techniques to counter a spoofer or a cryptanalyst
tend to be similar: these may use a secret permutation on the set of messages to represent
the actual message by a surrogate message formed in an agreed, invertible way based
on a secret key. Techniques to counter a spoofer are called authentication or signature
verification.

12.1

The jammer channel

The jammer channel is a continuous-time waveform channel in which the received
signal is given by

v(t) = c(t) + n(1) + e(?)

where n(?) is additive noise and e(¢) is a waveform chosen maliciously by an adversary
who intends to disrupt communication. The jammer channel occurs in military and
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political situations. The jammer selects a noiselike waveform from the set of waveforms
at its disposal; usually, in theoretical analyses, the only limitation on the jammer’s
waveform is average transmitted power.

The jamming problem is not meaningful unless the resources available to each side
are specified. If both sides have unlimited resources, then a meaningful solution to the
problem cannot be found because the opponents will continually increase, without limit,
the sophistication of their respective equipment and their transmitted power. If resource
limitations are specified, then the problem has a meaningful solution and will usually
be expressed in terms of a maximum data rate under these constraints that the optimal
communicator can maintain in the presence of the optimal jammer. For the purpose of
waveform design, the jammer’s resources are usually defined as the average jammer
power measured at the receiver; the transmitter’s resources are defined as the average
signal power measured at the receiver. The transmitter usually is also constrained in
the total occupied bandwidth.

The jammer always has the option of transmitting gaussian noise. It can also transmit
other kinds of noise waveforms, including random pulses and tones. We can view the
problem in two ways. In the first case, which is the best case for the designer of the
communication system, the jammer first selects the noise waveform. We then find the
best communication waveform to penetrate that form of noise. In the second case,
which is the worst case for the designer of the communication system, we first select
the communication waveform. The jammer then selects a noiselike waveform that is
the most disruptive to that communication waveform. The communicator’s strategy is
to turn the second case into the first case by designing the system to make the worst-case
jammer tactic the least disruptive. This assumption, that the jammer always uses the
optimum jamming waveform, is a premise that underlies all of the theory, although real
jammers need not be so diabolical.

Information theory gives us the strong statement, without conditions, that white
gaussian noise is the most difficult noise to communicate through, in the sense that
the achievable bit rate at a given power level is least. Therefore, in the first case, to
reduce capacity, the jammer will select broadband gaussian noise. In the second case,
the jammer has the option of transmitting broadband gaussian noise. However, the
optimal jammer may select a more damaging jamming tactic based on its knowledge
of the communication waveform. The designer tries to construct a waveform such that,
even though the waveform is known, the jammer can find no tactic more damaging
than white gaussian noise.

The jammer saddle point is the name for the equilibrium condition given by that pair
of strategies wherein the transmitter waveform is so clever that it forces the jammer
to use white gaussian noise as its optimum strategy, and the jammer is wise enough to
realize that this is the optimum strategy left open to it, and so it uses gaussian noise. The
jammer saddle point provides a convenient point of reference to describe the quality of
an antijam system. The vulnerability of an antijam waveform is judged by the ratio of
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the power that the optimum jammer needs to jam the system to the power that a white
gaussian-noise jammer needs to jam the system. The waveform design is deficient to
the extent that this ratio is less than one, as it will be for any practical waveform.

The method of spread-spectrum signaling, to be studied in Section 12.3, is central
to most antijam communication systems. The motivation can be developed by recall-
ing that, for any fixed signaling technique in white gaussian noise, the probability
of symbol error depends on Ej/Ny. Consequently, when the jammer transmits white
gaussian noise of two-sided power density spectrum Jo/2, the probability of symbol
error depends on Ep/Jy. To improve performance, one can increase Ejp, decrease Jo,
or use a waveform allowing demodulation at smaller E};/Ny. To increase Ej, one can
increase the effective transmitted power or reduce the data rate. To decrease Jp, one
can use spread spectrum. Spread spectrum is that class of waveform design techniques
that takes a “low” bandwidth signal and converts it to a high bandwidth signal in an
invertible way that is not known to the jammer. The jammer must then cover this wide
bandwidth with its fixed jammer power J. Hence the jammer power density spectrum
Jo is reduced by the ratio of the bandwidths.

The most pessimistic assumption affecting the design of an antijam communication
system is that the jammer will have full knowledge of the design of the transmitter
and receiver. It will only lack knowledge of the secret key controlling the generation
of certain parameters such as the value of a pseudorandom sequence. This jammer
will attack the receiver at its most vulnerable point. Instead of a direct attack trying
to mask the output of the matched filters, the jammer may try to disrupt the carrier
synchronization or time synchronization functions, or it may try to exploit a weakness
introduced by a nonlinearity in the receiver. Indeed, every special defensive mechanism
or circuit introduced into a receiver to counter one jammer tactic needs to be examined
to ensure that it has not introduced a new vulnerability to a different jammer tactic.

Nonlinearities are always present in a practical receiver. Phase and time synchro-
nization circuits will always contain nonlinear elements. The demodulator may include
nonlinear elements either because of unavoidable limitations of the dynamic range, or
because the designer has some other specific reason for including them. To counter cer-
tain jammer tactics, such as partial-message jamming or pulse jamming, a nonlinearity
may be introduced. Therefore the communication system designer must always be wary
of any vulnerability to new jammer tactics created by the nonlinearity, and must ensure
that the jammer cannot find a new strategy that attacks an unrecognized vulnerability.

12.2 Partial-message jamming

A partial-message jammer works on the principle that, in most applications, destroying
only a small part of a message invalidates the entire message. The jammer may not have
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enough average power to jam the entire message, but if it concentrates the available
power on part of the message, the jammer may be able to destroy that part. It is pointless
to inquire about whether this is a sensible strategy for the jammer. The design specifi-
cation for most jam-protected communication equipment will specify a maximum bit
error rate. The communication system must be designed to meet that specification for
any jammer tactic, limited only by jammer average power. In particular, the system
must operate when the jammer uses partial-message jamming.

A simple tactic for the partial-message jammer is to transmit bandlimited white
gaussian noise with power density spectrum Jo/ o in the communications band during a
fraction p of the time,' and to transmit nothing during the remaining time. On average,
the power density spectrum of the jammer is still Jy. The receiver sees a total noise
power density spectrum of Ny + Jo/p for a fraction p of the time, and Ny for the
remaining time. The parameter p is called the duty factor of the jammer.

We know that, for BPSK in additive white gaussian noise, the probability of bit error
is given by

-olf%)

Similar expressions have been derived in Chapter 3 for other signaling waveforms, and
the following discussion is easily modified to apply to these as well.

The average probability of error in the presence of a partial-message jammer is
obtained by replacing Ny by Ny + Jo/p during the time when the jammer is on. (We
are ignoring as inconsequential the consideration that the jammer may turn on midway
through a bit interval.) Therefore, for BPSK,

_(1_ )Q @ + Q L
Pe = o No P NotJoip )

When Ny is small in comparison to Jo, we can write

N [2Epp
Pe = pQ ( T ) .

The intelligent jammer will maximize this expression by choice of p. By numerical
1

methods, we can find that the function zQ(z2) has its maximum value of 0.1657 at

7z = 1.44. Therefore, provided that it is not larger than one, the maximizing choice of

1 Technically, the power density spectrum is not defined for a nonstationary waveform. To avoid imprecision, we
could replace the jammer signal by w(#)e(t) where w(?) is zero or one, and e(?) is stationary noise.
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Figure 12.1. Performance of PSK against a partial-message jammer.

pis 1.44/(2Ey/Jo) and

_ 0.1657
Pe = 2E,/10
This expression goes as (Ej/Jo)~!. The probability of error decreases much more
slowly than it does in white gaussian noise, which decrease is asymptotically exponen-
tial in Ej/Np. A comparison is shown graphically in Figure 12.1. At a bit error rate of
1072, the partial-message jammer needs to use only a thousandth of the average power
of a full-message jammer.”

The tactic of partial-message jamming gives the jammer an enormous advantage
against simple BPSK and, for similar reasons, against most other simple waveforms.
The communication waveform designer must consider the strategy of partial-message

jamming and must try to build a defensive mechanism into the waveform design. The

2 However, there comes a point at which the average jammer power may not be a meaningful limitation on a
jammer if the duty factor is so small that the peak jammer power is unreasonably large.
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two basic defenses within the waveform itself are symbol splitting and error-control
codes. Symbol splitting is a diversity technique, repeating the same symbol L times,
as was described in Section 7.5. To be effective, the symbol energy must be split into
distinctly separated parts of the waveform but recombined in the receiver in such a way
that there is not more than a small penalty in required E,/No when the noise is white
and gaussian. The goal of symbol splitting is to recover each symbol with a probability
of error governed primarily by the copies that have the largest signal-to-jamming ratio,
and to have nearly the performance of a system without symbol splitting whenever the
jammer is absent. This forces the jammer to divide its noise power so that nearly all
symbol copies receive approximately the same jamming power.

To evaluate the performance of a symbol-splitting diversity system against a partial-
message jammer, we will idealize the problem. Specifically, we assume that the receiver
can always recognize without failure which symbols are contaminated by the jamming
signal. We then say that the demodulator has perfect side information. For a partial-
message jammer, the jamming signal is either strong or absent, so the approximation is
a good one. In practice, there is a small probability that the receiver will fail to recognize
that a symbol is jammed, but this small probability is ignored in our simplified analysis.

The simplest diversity waveform is BPSK with each bit transmitted L times in a
pseudorandomly scrambled way in the bit sequence so that the jammer cannot predict
where the L copies of the same bit will appear. To demodulate a bit, the receiver will
examine the L received copies of the bit, identify the jammed copies, and coherently
sum the matched-filter output of all copies of that bit that are not jammed, as shown
in Figure 12.2. The detection decision is made once on the sum of the matched-filter
outputs.

Let the L' unjammed copies of the bitunder discussion be at times ky 7', ko T, . . . , ki T.
Then the L’ pulses comprising these L' copies can be considered to form a single
composite pulse, given by

L/
(Fa)s.(t) = (£a) Z s(t — kT).

=1
Sample Variable L Threshold
s-t) > at (> Delay (> Y > after
kT kT =1 L' copies
A

Perfect
Side Information

Figure 12.2. Elementary combining of diversity BPSK.
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This can be regarded as a single pulse in white gaussian noise and demodulated as
such. The demodulator passes the received copy through the filter matched to s.(¢) and
detects the sign of the output at t+ = 0. The appropriate sampled output of the filter
sk(—1)is

e = / (&)t (E)dE

[e.e] L
= / v(E) ) s*(E — keT)dE

- =1

L .
=) / V(E)S" (€ — keT)dE
=177
L/
= > ulkeT).
=1

This tells us that the output of matched filter s'(—¢) can be realized by summing the
appropriate output samples of filter s*(—¢). When there is no jammer, all copies of
the pulse will be integrated, and the demodulation decision will use all of the energy
dedicated to that bit. Each copy of that bit has energy E;/L and there are L copies.
Consequently, there will be no loss in E, /Ny when there is no jammer.

When some of the matched-filter outputs u(k;7T) are known to be jammed, then it
is appropriate to discard those outputs or to attenuate their contribution to the sum.
Assuming for the moment that the hypothetical receiver has perfect side information
describing the jammer tactic, we may use for the decision statistic the weighted sum

L No
ue(0) =y N, k)

=1

where Ny is the total power due to the jammer plus noise at the £th copy of the bit. In
the simplest case

according to whether or not the £th copy of the bit is jammed. If Jo/p is large compared
to Ny, we have the approximation

0) { Zunjammed u(keT)
Uc ~
ZZ 1 N0+]0/p ukeT),

according to whether some copies are unjammed or all are jammed. This approximation
makes it easy to write down an approximation to the probability of symbol error.



460

Secure communications

Let p be the probability that a given copy of the bit is jammed. The probability of
jamming £ copies is (Ig ) p¢(1 — p)L=1. When £ copies are jammed, the received bit
energy is reduced to E,(L — €)/L. Therefore

L—1
B LY ¢, 1 2E,(L—€)/L L 2E),
pe—;:g(g)p(l ) Q( N )+p Q( N—o+Jo/,0)

where the last term accounts for the case in which all L copies are jammed. If Ny is
negligibly small compared to Jo/p, the probability of error can be approximated as

2FE
De ~ :OLQ < _bp> .
V' Jo

For fixed L, Ep, and Jy, the partial-message jammer will choose p to maximize p,.
To find the maximum of p,, we need to maximize the function z*Q (/z). For each L,
this function has a unique maximum that can be found numerically or graphically. The
probability of error versus Ej /Jo is shown in Figure 12.3. This figure tells us that, within

1.0
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Figure 12.3. Performance of diversity PSK against a partial-message jammer.
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the limits of the approximation, four-way or five-way symbol splitting will ensure that
a partial-message jammer is not much worse than a full-message jammer.

The performance, shown in Figure 12.3, is an approximation because the thermal
noise Ny is neglected and because the side information is assumed to be perfect. Practical
methods for combining diversity pulses must estimate the needed side information from
the received signal itself. The estimate should be robust with respect to variations in
the jammer signal. Otherwise, the jammer may attempt a back-door attack on the
demodulator by trying to create misleading side information.

Diversity transmission can be thought of as a degenerate kind of error-control code.
Such a code is known as a repetition code. If one adopts this view, it must be regarded
as an (L, 1) block code demodulated by using full (soft) side information in the form of
likelihood statistics on the unjammed symbols and erasures on the jammed symbols.

One can also choose to use a general (n, k) block code, but usually in the role of an
outer code. The individual codeword symbols are demodulated as such and errors or
erasures may occur in the symbols that are severely jammed. Erasures correspond to
symbols that are known to be jammed, errors correspond to symbols that are jammed;
but are thought not to be.

12.3

Bandwidth expansion

Bandwidth expansion is at the heart of most antijam communication waveforms, and
spread spectrum is the most common method of bandwidth expansion. Spread spec-
trum achieves its performance by forcing the jammer to cover a wider spectrum than
necessary, thereby diluting the jammer’s power density spectrum. Merely spreading
the bandwidth of the communication waveform is not sufficient. The spreading must
be done in such a way that the jammer cannot mimic the spreading in its waveform.
Thus there must be a secret function associated with the spreading waveform; otherwise
the spread-spectrum waveform will have no jamming advantage against an optimum
jammer.

In this section, we shall explore the relationship between bandwidth expansion and
channel capacity, and then describe some general methods of bandwidth expansion. In
the next two sections, we shall study in some detail specific methods of spreading the
spectrum.

The performance of any digital communication waveform in gaussian noise depends
on Ep/Ny. The required value of E}; /Ny depends on the chosen modulation technique,
but once the modulation technique is fixed, the pulses can be redesigned in many
ways without changing Ej,. In particular, the pulse can be chosen to have a very large
bandwidth in comparison to the data rate because the energy in a pulse and the bandwidth
of the pulse can be chosen separately. The reason for choosing a pulse with a large
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Figure 12.4. Spread-spectrum signaling.

bandwidth is to force the jammer to occupy a large bandwidth also. If Jy is the power
density spectrum of a white noise jammer that has a fixed total power J, then J is made
smaller by increasing the bandwidth W because Jo = J/W. This is the essential idea
of the spread spectrum strategy. It reduces Jy by increasing W when J is fixed.

The term ““spread spectrum” describes any of a class of techniques that take a signal
of small bandwidth B and converts it into a signal of large bandwidth W where the ratio
W /B is much larger than one. As shown in Figure 12.4, this is done by modulating
the information waveform with a wideband noiselike waveform that is unknown to the
jammer. The wideband signal is transmitted through the channel, received, compressed
back into the original low bandwidth signal by demodulating the information waveform
from the wideband waveform, and filtering. This scheme requires that the transmitter
and the receiver share knowledge of the spreading waveform through a secure (but
not necessarily contemporaneous) channel. If the jammer does not know the wideband
waveform, its strategy is to use gaussian noise of bandwidth W as the jamming signal.
In any case, after the signal spectrum is compressed, the jammer signal will still have
bandwidth W, as shown in Figure 12.5. After passband filtering of the despread received
signal, the jammer noise power will be reduced by the factor B/W.

The signal power S is equal to E,R where R is the data rate and the jammer power
J is equal to JoW where W is the jammer bandwidth. Then we can write

E, W/R
Jo J/S’

This relationship is used in the form

()= (7))
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Figure 12.5. Heuristic notion of spread spectrum.

The ratio W /R is referred to as the processing gain of the spread-spectrum system.
The reciprocal of the processing gain is just the spectral bit rate density r = R/W. A
spread-spectrum waveform with a very large processing gain, such as 60 dB, has a very
small spectral bit rate density, such as 10° bits per hertz.

The value of J /S for which E},/Jy equals its minimum acceptable value is referred
to as the jamming margin. The jamming margin is the difference between the actual
value of J /S and the required value of J /S to achieve the bit error rate. Thus

. ' ! (J ) (J )
jamming margin = | — -\ =
S dB act S dBreq

() ()
R dB act No dBreq‘

Spread-spectrum systems are a straightforward way to expand bandwidth, but are
not an optimum use of the wide bandwidth. This can be seen by looking at the channel
capacity

E
R>C=WI 1+——).
= °g2< JOW)

For the channel of bandwidth W, this equation can be written

E,,>2R/W—1
Jo = R/W

The total jammer power is fixed at J. With Ny replaced by J /W, one can compare three
inequalities of interest.
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(1) Bandwidth occupancy of W hertz by a direct choice of wideband modulation
waveform

J 2RV
Ep>_-"———.
W R/W

(i) Spread spectrum expansion to W hertz from a narrowband modulation waveform
of bandwidth B hertz

J 2R/B _ 1
Ep>-—"— .
W R/B

(iii)) No bandwidth expansion from a narrowband waveform of bandwidth B hertz

J2R/B _q
Ep>=-"— .
B R/B

A comparison of the second and third options shows that spectrum spreading reduces the
required energy by the value of the processing gain W /B. This ratio is a performance
improvement, but is only linear in the bandwidth ratio. Additional improvement is
possible by a more general bandwidth expansion as indicated by the first inequality.
What this means in practice is that part of the available bandwidth should be used to
support a stronger waveform such as an M-ary orthogonal signaling waveform, or to
transmit the check symbols of a data transmission code. The coding gain provided by
a good code is always larger than the increased bandwidth ratio that will be needed by
the code. The rest of the available bandwidth can then be used for spectrum spreading.

We can make this point another way by considering the probability of error rather
than the channel capacity. For an uncoded BPSK waveform, the probability of error is

ol %)

For a coded system, with code rate R, and minimum distance 2¢ 4 1, the probability
of error is approximated by

~ @R 2t +1
Pe = Q No 2t+1) ).

If, further, the system is then spread to bandwidth W with processing gain W /R, the
probability of error in the presence of a jammer can be approximated as

cof [
pe ™ Q <\/2 7/s R:(2t + 1))
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by recalling that Jo = J/W and E;, = S/R. While one may observe that the processing
gain W /R could be increased by a factor of R, if there were no code, this improvement
would be more than offset by the loss of the term R.(2¢ 4+ 1). For small amounts of
excess bandwidth, coding gain is a better investment of bandwidth than processing
gain. Eventually, coding gain can increase with bandwidth not much faster than could
processing gain so when the excess bandwidth is large, part of it should be used for
coding gain and the rest for processing gain. Of course, this conclusion holds only
for wideband gaussian noise. For other jammer tactics, coding can have even more
spectacular advantages and will be far superior to simple spectrum spreading.

The use of M-ary orthogonal signaling and error-control codes will both improve
performance significantly faster than linear in the additional bandwidth required, at
least when the bandwidth expansion is small — a factor of two or three. In addition,
error-control codes are necessary in a spread-spectrum system to protect against partial-
time jamming tactics. A well-designed spread-spectrum system will use an error-control
code and a modulation waveform that operate at a small E,/Ny and then spread the
spectrum of this waveform to fill out the available frequency band.

Itis common practice to separate the function of spectrum spreading from the function
of modulation. Rather than choosing a pulse shape s(7) that is itself wideband, the
modulator uses a more conventional pulse to create a waveform c(#), which then is
subjected to a second level of modulation to create the wideband signal.

The two spread-spectrum techniques commonly used in practice, known as direct-
sequence spread spectrum and frequency-hopping spread spectrum, are discussed in
detail in the next two sections. Both methods can be subsumed by a single general
discussion that describes the spreading function by a phase-modulated wideband carrier

cs(t) = cosufot + 6(1))

where the phase modulation 6(t) is selected so that c(¢) is wideband. The communica-
tion waveform c(¢) is then modulated onto this carrier to produce the wideband signal
w(¢) by the multiplication

w(t) = c(t)cs(1)
= c(t) cosmfot + 6(1)).

If ¢4() is chosen so it has a much wider bandwidth than c(), then the signal w(¢) will
also have a much wider bandwidth than c(z).

Though the jammer may be aware of the general strategy, it is ignorant of the specific
wideband signal c(¢). To ensure that this is true, many applications require 6(¢) to
change rapidly with time and in a way that is unpredictable to anyone without a secret
key. To demodulate the signal, the receiver will need a copy of c;(¢) or of the secret key
used to generate c; (7). This means that there is a secret channel between the transmitter
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and the receiver, as shown in Figure 12.4, over which the secret key is passed. This
channel need not operate at the same time as the main communication channel. Indeed,
the key distribution may have taken place years before its use.

The receiver has a time-synchronized local replica c(f) of the phase-modulated
carrier c(t), given by

ci(t) = cos2mfor + 0(t) + 6p).

The phase offset 6y will appear in the local replica carrier c(¢) in those applications
where it is deemed to be impractical to lock the phases of the carriers and noncoherent
demodulation is used. We will consider only coherent reception in which 6y is zero,
and ¢ (1) = ¢4(1).

The jammer adds a jamming signal e(¢) to the transmitted signal before it reaches
the receiver. The received wideband signal is

vs(t) = c(t) cosLmfot 4+ 0(t)) + eg(t) cos 2 fot — ey (t) sin 2 fot.

The receiver mixes the local-replica carrier with the wideband received signal v,(¢)
to obtain the narrowband received signal

v(t) = cs(B)vs(2).
Writing this out gives
v(t) = c(r) cos®> 2nfor + 0(1))
+ [eg(2) cos 2 fot — e;(¢) sin 2w fot] cosRmfot + 6(1)).
Expanding the trigonometric functions, and rejecting the terms at frequency 2fy, gives
v(t) = c(t) + er(t) cos (1) — e;(t) sin 6 (¢).

The signal has now been collapsed back to the original narrowband signal c¢(¢). The
jamming signal, however, now is wideband even if the original jamming signal were
narrowband. This is because cos 6(¢) and sin 6 () are wideband signals. By passing the
signal v(¢) through a narrowband filter matched to c(¢), most of the jamming power is
rejected. Consequently, the jamming power is reduced by the ratio of the bandwidths.

Of course, if the jammer were omniscient, or has access to the key, it would then use

er(t) = n(t)cosO(t)

er(t) = n(t) sin 0(7)

or something closely related, where n(t) is narrowband noise. Then the jamming sig-
nal would also collapse in the receiver into the narrowband signal, and the spectrum



467
—

12.4

12.4 Direct-sequence spread spectrum

spreading would be defeated. It is for this reason that 6(f) must be a secret function
known in complete detail only to the transmitter and receiver.

Direct-sequence spread spectrum

Let c¢(¢) be the baseband modulation waveform that is to be spread. For a direct-
sequence spread-spectrum system, a BPSK waveform consisting of a sequence of
positive and negative pulses works well. The BPSK baseband modulation waveform
can be expressed as

o0

c(t) = Z aps(t — €T)

{=—o00

where s(t) is the baseband pulse shape, and ay is either +A or —A depending on the
data bit to be sent in the £th interval.

A direct-sequence spread-spectrum communication system employs a waveform of
the form w(t) = cs(¢)c(t) where c(¢) is the baseband modulation waveform, possibly
complex, and c(7) is a baseband direct-sequence spectrum-spreading signal with a
bandwidth that is large compared to the datarate. A direct-sequence spectrum-spreading
waveform itself is written as a baseband waveform

() =Y bjo(t—jT.)

j=—00

where o (), called a chip, is usually a time-limited rectangular pulse of duration 7%, and
the sequence of b; is a pseudorandom binary sequence known to both the transmitter and
receiver. The term pseudorandom means that the sequence mimics a random sequence,
although it may be generated deterministically as a function of a secret key. Figure 12.6
shows how any modulation waveform c(¢) can be spread and despread by c(7), relying
only on the property that |cy(1)|> = 1.

The parameter 7 is called the chip duration, and the sequence

b=...,b_1,by,b1,b7,...

is called the signature sequence or the spreading sequence. The signature sequence is
known to the transmitter and receiver, but not to the jammer. For practical reasons, the
signature sequence is usually periodic, but for security, the period should be very long.
For reasonable choices of signature sequence and chip pulse shape, 1/7, is a rough
estimate of the bandwidth of the spread-spectrum signal. For most direct-sequence
systems, T, < T, so the bandwidth of the spread-spectrum signal is much larger than
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Figure 12.6. Direct-sequence spread-spectrum.

that of the data signal. For a direct-sequence spread-spectrum waveform, the processing
gain can be written

T,

. . w T
processing gain = —
Often, the duration T of the data pulse is an integer multiple of the chip duration and
the symbol timing is synchronous with the chip timing, but this is not necessary. If
T = NT, for some integer N there are N chips per data pulse, and the bandwidth of the
spread-spectrum waveform is roughly N times the data rate.

To conclude this section, we rewrite the direct-sequence waveform in several other
ways because the alternative descriptions suggest alternative implementations. If s(¢) is
also a rectangular pulse, an alternative description of the direct-sequence waveform is
given by redefining the data pulse s(¢) to absorb the signature sequence into the pulse.
Then, for each ¢, the data pulse is different. That is, for the £th data bit, let

N—1

set) = | Y begjo(t —jTe) | s().
j=0

Then,

w(t) = Y agset — LT)
l=—00

is the direct-sequence spread-spectrum waveform. Now the £th bit is modulated as
BPSK onto the wideband pulse s¢ (). With this interpretation, we see that we may
demodulate the £th bit as BPSK by using a filter matched to s¢(¢). This requires a
programmable filter that can be reconfigured for each £.

Figure 12.7 shows an implementation of the modulator and demodulator in which
s¢(t) 1s factored into the cascade of two filters, one an N-tap discrete-time filter whose
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Figure 12.7. A filtering view of direct-sequence spread spectrum.

coefficients are given by the N coefficients of the signature sequence, and one a filter
whose impulse response is the rectangular pulse o (). The sequence filter

N-1

b(t) =) bjrond(t — jTe)
j=0

changes from bit to bit, and

o0

a(t) = Z ard(t — LT).

l=—00

Yet another way to write this is to allow the £th subsequence of length N of the
signature sequence to be multiplied by a,. This leaves the sign of the signature bit
unchanged if ay is positive and inverted if a, is negative. Thus, let

=0,...,N—1

J

and

w(t) = Y bjo(t—jT,).

j=—00

With this view, o (¢) can be chosen as a Nyquist pulse for time interval T.. If o (¢)
is the pulse at the output of its matched filter, the chip matched-filter output samples
w(jT,) are inverted or not inverted according to the value of b;, then added together to
synthesize a matched-filter output for the £th data bit.

12.5 Frequency-hopping spread spectrum

A frequency-hopping antijam waveform employs a large collection of specified carrier
frequencies. The waveform rapidly and randomly moves from one carrier frequency
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to another, perhaps changing carrier frequency after every channel symbol or after
every few channel symbols. The frequency-hopping pattern appears random and is
so-described, but it is a prearranged irregular pattern known to both the transmitter and
the receiver, usually computed from a shared key.

Against a full-band jammer, a frequency-hopping spread-spectrum waveform has
a processing gain of N because, if there are N carrier frequencies, the jammer can
only direct 1/N of the jamming power to any one frequency. However, even a fairly
simple jammer will counter the frequency hopper by using a partial-band jammer. For
example, suppose that a noncoherent, binary orthogonal communication system uses a
randomly selected carrier frequency chosen from a set of N =1000 carrier frequencies;
the processing gain is 30 dB. The jammer will easily notice, however, that a single
frequency of a typical waveform might be jammed with an E,/Jg of about 4 dB with a
bit error rate of about 10~2, and one bit out of a thousand is on this frequency. Hence
by jamming only one frequency, the jammer produces a 107> bit error rate with an
E}p/Jo on that channel of 4 dB, whereas if there were no frequency hopping, it would
need to ensure an Ej,/Jo of 9.6 dB to achieve a 107 bit error rate. This means that
the frequency-hopping system has only a 5.6 dB advantage over an unprotected single-
frequency system. The apparent 30 dB processing gain implied by using 1000 carrier
frequencies turns out to be only a 5.6 dB gain. This frequency-hopping system is nearly
worthless.

To remedy this vulnerability, the antijam waveform can use a diversity system by
sending more than one copy of each symbol. Figure 12.8 shows a binary orthogonal
signaling waveform with two-way diversity. Each bit is sent twice, with each copy of
the bit sent on a randomly selected carrier frequency. In general, one can employ an
M-ary orthogonal signaling waveform with L-ary diversity. Because it is difficult to
build a frequency-hopping local oscillator that maintains coherence across frequency
hops, most such applications use noncoherent demodulation with a noncoherent diver-
sity combination. If, instead, coherence were maintained across frequency hops, there
would be a small improvement. However, with M-ary orthogonal signaling with mod-
erate values of M, noncoherent diversity combining is almost as good as coherent
diversity combining.

Figure 12.9 shows an implementation of a demodulator for a frequency-hopping,
noncoherent-combining, L-ary diversity, binary FSK signaling waveform for the case
of perfect side information. The perfect side information is used to reject the jammed

Bit 1 Bit 2 Bit 3 Bit 4
f, f f fy f fs f, fo

s, OF S S, OF s, OF S S, OF S, Sy 0r s, Sy Or S, OF S, Sy 01 s,

Figure 12.8. A binary frequency-hopping system with diversity.
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Figure 12.9. Noncoherent combining of dehopped diversity pulses.

copies of the signal. The remaining received copies of each symbol are noncoherently
summed using log-Bessel-function combining as discussed in Section 7.5.

In practice, perfect side information is not available. Estimated side information
must be generated by the receiver itself by observing the received signal. If the signal
is small compared to the noise, as is often the case prior to the matched filter, then an
estimate of the noise variance on each frequency is simply proportional to the sample
power in the received signal prior to the matched filter:

_ /2
G0~ / () |2dr,
-7/

with an appropriate proportionality constant that does not concern us here. Indeed,
if the jammer uses white gaussian noise and the signal is negligibly small, this is a
maximum-likelihood estimate of the jammer power and the needed side information is
provided.

Figure 12.10 shows the demodulator using estimated side information. Because
the estimated variance of the jamming power is only an approximation of the true
jamming power, the nonlinear log Ip(x) combining rule of Figure 12.9 may not be
justified when the jammer power is not accurately known. Therefore, in Figure 12.10,
the nonlinear combining has been replaced by a simple weighted average. Now this
combining rule is given without formal justification. It may be satisfactory based on
empirical observations.

A simple and robust technique to circumvent the need for side information is to
insert a passband hardlimiter prior to the matched filter, as shown in Figure 12.11. This
method works well whenever the signal is weaker than the noise at the input to the
matched filter.

Recall from Section 11.8 that, if the input to the matched filter is hardlimited, then
both the signal and the noise at the output of the matched filter are attenuated in such
a way that the signal-to-noise ratio is (2/m)E),/Jo¢, and the output noise variance is
independent of the input. Because of the hardlimiting, the noise at the output of the
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Figure 12.10. Noncoherent combining of dehopped diversity pulses.
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Figure 12.11. A robust demodulator using a hardlimiter.

matched filter is not gaussian, but we will approximate the output noise as gaussian.
This approximation is good if s(¢) has a lot of structure because then the matched filter
is required to sum many input samples suggesting the conclusion of the central limit
theorem. Consequently, we can anticipate the approximate equation

L
2 Ep/L
peC (”)ZNo-i-Joz

(=1

To maximize the right side, the sum on L should be minimized. A wise jammer
constrained by ), Jog = J will set Jo; = Jo for all £. Then

o 2\ E
Pe ™ %) No+Jo )
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The hardlimiter has effectively reduced E;, by 2/, or 2 dB. This energy penalty is the
cost of using the hardlimiter to create a robust demodulator for a diversity waveform
that counters partial-message jamming.

Problems for Chapter 12

12.1. (High—low game.) Suppose that an adversary randomly selects an integer
between 0 and 127 inclusively, and you are to find that integer by a sequence
of guesses. After each guess you are told whether you are high, low, or correct.
You want to make the expected number of your guesses as small as possible,
and the adversary wants to choose the integer to make it as large as possible.
a. What strategy should you and your adversary each use?

b. Now suppose that you must announce your strategy before the adversary
selects the integer. (A spy divulges your design.) How does this change the
strategies? (Both opponents have generators of random numbers available.)

12.2. a. Given L identical copies of a pulse with equal amplitudes, either +a or

—a, the ¢th copy is observed in independent, additive white gaussian
noise of power density spectrum Ny. Prove that the maximum-likelihood
demodulator for the sign of the amplitude uses the sufficient statistic

where u, is the matched-filter output for the £th pulse.
b. Prove that the signal-to-noise ratio of this statistic is

N 1 1
—=E|- — .
N p(LZNg)

14

c. Use a Lagrange multiplier to show that, given the constraint that

| L
I Y Ne=No,
=1

the signal-to-noise ratio is minimized by setting Ny = Ng for £ = 1,..., L.

12.3. Adiversity system for digital communication sends the same waveform through
two additive noise channels so that if one channel is lost, the symbol can still

be received correctly through the other. When both channels are working, it

is best to combine the received signals prior to a threshold. A binary diversity
system sends identical binary FSK signals on two carrier frequencies, fy and
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12.4.

12.5.

12.6.

fy» each of which is received noncoherently with independent phase errors and

independent additive gaussian noise.

a. At what point in the demodulator should the two signals be added together?

b. Sketch a block diagram of the demodulator.

c. Set up an equation for the probability of error.

d. How should the demodulator be redesigned if the phase errors on the two
channels are always equal?

A Barker pulse is a pulse given by

n—1
s(t) =) cop(t = LT)
=0
where p(¢) is a pulselet and ¢c¢ for £ = 0, ..., n — 1 is a Barker sequence. Show

that v (), the autocorrelation function of s(¢), can be written

n—1
Y@ = Y ym(t—LT)

{=—n+1

where y; is the autocorrelation function of the Barker sequence, and 7 (7) is
the autocorrelation function of the pulselet.
A communication channel is subjected to additive burst noise that occurs at
random times with a ten-percent duty cycle. This means that the burst noise
occupies ten percent of any time interval that is long compared to the duration
of individual bursts. During the burst, the signal-to-noise ratio is 0 dB and
the additive noise probability density function is unknown; otherwise, the
signal-to-noise ratio is 30 dB and the noise is additive gaussian noise.

a. Specify a combination of a multilevel signaling scheme and a Reed-—
Solomon code that will give a good performance on this channel. What
is the data rate?

b. An alternative signaling scheme is proposed that allegedly mitigates the
effects of the burst noise. The proposal is to transform signal intervals of
duration 7 into another orthogonal coordinate system. (A Fourier transform
is one such transformation.) The alleged justification is that the burst noise
is “spread out” in the new coordinate system. Is this proposal sound? What
data rate may be expected by using this method?

c. To mitigate the effects of defects in an optical storage medium, a proposal
is made to use the Fourier transform property of holography to “spread” the
effect of the defects over all stored bits. Is this a sound technique?

Partial message jamming can be used against M-ary signaling, either coherent

or noncoherent. On a graph of p, versus Ej /Ny for 32-ary orthogonal signaling,
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12.7.

12.8.

12.9.

sketch the probability of demodulation error against an optimal partial-message
jammer by arguing that, for small E}/Jy, the duty factor must equal one, and
otherwise p, must behave as the reciprocal of Ej,/Jy.

A digital communication system uses an eight-ary orthogonal signaling wave-

form with two-way diversity. The diversity receiver is capable of recog-

nizing which symbols are jammed and demodulating using only the single

unjammed pulse when it is available. The data is protected by a (15, 13)

single-error-correcting Reed—Solomon code.

a.

What is the minimum jammer duty factor that is meaningful to the jammer
if the decoder uses an errors-only decoder?

What is the minimum jammer duty factor that is meaningful to the jammer
if the decoder uses an errors-and-erasures decoder?

. Set up all equations needed to compute p, versus S/J for a fixed value of

duty factor.

Given the primitive polynomial p(x) = x> + x + 1, construct an M = 8
simplex family of waveforms by using the seven m-sequences of length 7
and the all-zero sequence to form eight PSK waveforms.

Show that an M = 2" simplex pulse alphabet can be formed in this way
for any m.

An antijam communication system uses a waveform c(¢) that is a superposition

of sinc pulses

o0
t — LT,
c(t) = Z agsinc< T b),

{=—00 b

and a signature sequence (by) modulating a sequence of rectangular pulses

> — kT,
g = Z byrect (t T )

k=—00 ¢

where T,/T, is an integer. The received signal in additive white gaussian

noise is

v(t) = g(0)c() + n(0).

a.

Prove that passing the signal g(¢)v(¢) through the filter 4(t) = sinc(¢/T}p)
and sampling at time 7}, maximizes the signal-to-noise ratio of the £th
symbol. That is,

o0 — 0T,
v(ETy) = / g(&)v(&)sinc(é . b)ds

b
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12.10.

12.11.

is a statistic with a maximum signal-to-noise ratio for the £th bit. Is there
any intersymbol interference?
b. Repeat with the change that

> — kT,
g = Z bksin(:(t T )

k=—00 ¢

An antijam communication system uses a BPSK waveform c(t), given by

o]

ct) = ) aes(t —LTy),

{=—00

where s(2) * s(—1t) is a Nyquist pulse, and a signature sequence composed of a
sequence of rectangular pulses

g = Z byrect (t _TkTC>

k=—00 ¢

where T}, /T, is a large integer and by is a random sequence. The transmitted
signal is w(t) = g(t)c(¢). The received signal is

v(t) = w(t) + e(t)

where e(?) is a jamming signal of power J.

a. The receiver consists of the following steps,
L V(1) = v()g®)
2. matched filter to s(¢) for v’ (¢)
3. sample at £T.
What (approximate) spectrum should the jammer use to minimize the signal-
to-noise ratio of the samples?

b. What is the (approximate) signal-to-noise ratio if the jammer uses bandlim-
ited white gaussian noise in the band 1/7,.?

c. Given that the jammer is known to use the spectrum calculated in part b,
can the receiver be redesigned to increase the signal-to-noise ratio?

A conventional QPSK waveform using the square signaling constellation

01 00
® L

is jammed by a signal
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e(t) = er(t) + jes (1)

where er(t) and e;(¢) are white, independent, and gaussian, but with different

variances

4

var[eg(?)] = 4var[e;(?)] = gJo.

a. If the receiver is unaware that the variances are unequal, what is the
probability of bit error as a function of E,/Jy?

b. If the receiver (but not the transmitter) is aware of the distribution of jammer
power, how should the decision regions be redefined? What is the probability
of bit error as a function of E,/Jy?

c. If the transmitter is also aware of the distribution of jammer power, how
should the signal constellation be changed? What is the probability of bit
error as a function of Ej,/Jy?

12.12.  An M-ary orthogonal waveform
[e.e]
ct)= Y sm(t — T) cos2mfot
{=—00

is transmitted through a jamming channel in which the jammer elects to use a

sinusoid as the jamming signal. The received passband signal is

v(t) = c(t) + n(t) + e(t)

where n(t) is white gaussian noise, and e(t) = E cos 2 fit and E is large. (See

Problem 11.8.) The demodulator consists of a passband hardlimiter intended

to suppress impulsive interference, fy allowed by a bank of matched filters,

followed by a coherent threshold test. How does the jamming signal affect the
probability of demodulation error?
12.13. (Voting Systems and Communication Diversity) A large group of voters is

to decide between two candidates. Each voter is to vote for either candidate A
or candidate B. There are 50 million people who have decided to vote for
candidate A and 49 million who have decided to vote for candidate B. An
additional 100 million people have no preference what so ever and will each
vote by making an independent random equiprobable choice. (All numbers are
large enough so that the central limit theorem applies.)

a. What is the probability that candidate A will win in the popular vote?

b. An adversary is able to cast an additional 0.9 million false votes for candi-
date B by fraud. Can the adversary change the outcome? What now is the
probability that candidate A will win? How does this change if the adversary
can record one million (or more) false votes?
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Suppose now that an electoral system for voting is used as follows: the voters
are divided into fifty regions of equal size. Assume that each region has the three
types of voters in the same proportion: one million voters for candidate A, 0.98
million voters for candidate B, and 2 million undecided. The majority popular
vote in each region determines the single electoral vote from that region. The
candidate with the largest number of electoral votes wins.

c. What is the probability that candidate A will win in the electoral vote?

d. Canthe adversary with 0.9 million false votes change the outcome by fraud?
With what strategy? Must the false voters be distributed over more than one
region? How many? What now is the probability that candidate A will win?
How does this change if the adversary can cast one million (or more) false
votes?

Notes for Chapter 12

The method of spread-spectrum signaling has a long and interesting history that has been
summarized in articles by Scholtz (1982) and by Price (1983). Tutorial treatments can
be found in the article by Pickholtz, Schilling, and Milstein (1982), and in the book by
Holmes (1982). An early use of frequency-hopping spread spectrum for radar appeared
in a patent by Guanella (1938). A patent application for a direct-sequence spread-
spectrum communication system was filed in 1953 by deRosa and Rogoff (1979).
The theory of m-sequences was developed by Gilbert, Golomb, Welch, and
Zierler in the mid-1950s, and is described by Zierler (1959), Selmer (1966), and
Golomb (1967). Sets of sequences with good crosscorrelation properties were dis-
covered by Kasami (1966), and Gold (1967). The broad topic of signature sequences
was surveyed by Sarwate and Pursley (1980), and by MacWilliams and Sloane (1976).
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code
Berrou, 392
block, 349
complementary, 293
convolutional, 375
data transmission, 349
Golay, 371
Gray, 37
Hamming, 350
Reed—-Solomon, 354, 394
repetition, 461
tree, 374
trellis, 374
Ungerboeck, 318
code-shift keying, 50
codestream
channel, 8
source, 8
codeword, 349, 375
trellis, 375
coding gain, 340, 371, 465
block code, 372
convolutional code, 391
trellis code, 320
coherent demodulator, 176, 309
binary waveform, 178
coherent integration, 236
comb function, 23
finite, 21
communication channel, 1
broadcast, 10
point-to-point, 10
communication diversity, 477
compander, 444
complementary code, 293, 297
Golay, 293
complementary error function, 25
complex baseband channel, 131
complex baseband representation, 139
complex baseband waveform, 139, 183
complex signal constellation, 145
conditional probability distribution,
103, 241
constellation, 36
constraint length, 97, 229, 374, 380, 391
intersymbol interference, 97
contention-resolution algorithm, 11
continuous-phase modulation, 308, 347
continuous-phase waveform, 308
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controlled clock, 265, 278
controlled local oscillator, 259, 271
convolution, 16
convolution theorem, 16
convolutional code, 375, 381
castastrophic, 382
noncastastrophic, 382
correlation function, 26, 59, 160
auto, 26
cross, 26
phase noise, 261
correlator
local replica, 180
coset, 332
lattice, 332
Costas loop, 272, 295
extended, 275
covariance matrix
gaussian, 25
covariance-stationary, 26
cross-correlation function, 26, 160
cryptanalyst, 453

data
postdetected, 287
predetected, 287
data translation code, 296
data transmission code, 299, 349, 404
dataframe, 318, 374
decision feedback, 98, 102, 299
decision region, 78, 206
decision statistic, 69, 72
decision-directed estimation, 295
delay, 279
phase, 273
decision-feedback equalization, 98
decoder, 7
bounded-distance, 368
hard-decision, 371
incomplete, 395
locator, 367
minimum distance, 385
soft-decision, 371, 391
decoding, |
decoding default, 385
decoding error, 368, 385
decoding failure, 368, 385, 388
default
demodulation, 105
synchronization, 286
default event, 388
delay estimation, 276
decision-directed, 279
delay theorem, 14
delay tracker, 278
delay-locked loop, 278

demand-assignment multiaccess signaling, 11
demodulation default, 105
demodulation error, 104
demodulator, 1, 7, 102
antipodal signaling, 69
baseband, 58
binary on—off keying, 69, 75
bounded-distance, 108
coherent, 176
decision-feedback, 98, 102, 118, 129, 304, 343
eight-ary PSK, 205
maximum-likelihood, 96, 229
maximum-posterior, 242
noncoherent, 183
on—off keying, 69, 75
orthogonal signaling, 69
passband, 176
sequence, 228
Viterbi, 127
detector
linear, 59
dicode, 307
differential modulation, 337
differential phase-shift keying, 196
differential QPSK, 344
differential trellis code, 337
differentiation property, 17
direct-sequence, 465
direct-sequence spread spectrum, 465
dirichlet function, 21
discrepancy, 104, 387
discrete channel, 404
noiseless, 404
noisy, 404
dispersion, 95, 224
distance, 350
branch, 231
code, 350
free euclidean, 390
minimum, 331
path, 231
signal space, 165
distance profile, 389
diversity, 234, 432, 449, 470, 477
unintentional, 425
Dolby modulation, 6
dominant error pattern, 116
dominant set, 113
down-conversion, 142, 180
dual lattice, 331
duobinary, 301, 307, 343
modified, 307
duobinary pulse, 301
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duty factor
jammer, 456
dynamic programming, 103

early-gate sample, 265
echo cancellation, 128, 344
element
field, 357
encoder, 1,7
frequency-domain, 354
nonsystematic, 355, 376
systematic, 355, 376, 378
time-domain, 355
energy, 12
bit, 34, 37, 51, 149, 400
block, 38
complex pulse, 141
pulse, 34
symbol, 37, 148
energy budget, 399
energy per bit, 35, 371, 400
amplitude-shift keying, 38
antipodal signaling, 34
M-ary orthogonal signaling, 51
on-off keying, 35
energy theorem, 15
equalization, 94
adaptive, 94, 119, 121, 130
decision-feedback, 98, 118, 299
fractionally-spaced, 125, 130
least-mean-square-error, 123
linear, 118
symbol-space, 125
Viterbi, 118
write, 119
zero-forcing, 119
equalization filter, 118, 128
erasure, 105, 108, 213, 388, 461
erasure event, 388
error
decoding, 385
demodulation, 104
mean-square, 120
synchronization, 286
error event, 105, 107, 385, 388
error function, 25, 434
complementary, 25
error pattern
dominant, 116
hidden, 116
error propagation, 99, 299
error-control code, 404, 458
error-locator polynomial, 367
estimator
decision-aided, 295

delay, 276

phase, 273
euclidean algorithm

polynomial, 383
euclidean distance, 54, 101

minimum, 108
Euler’s formula, 154
event

default, 388

erasure, 388

error, 385, 388
exploiter

signal, 453
extended union bound, 113
eye diagram, 43

fading, 424
rayleigh, 429, 447, 450
fading multipath channel, 424
field
algebraic, 357
complex, 353, 363
finite, 351
Galois, 351
field element, 357
filter
autoregressive, 360
equalization, 118

finite-impulse-response, 97, 122, 375

linear, 31

linear finite-impulse-response, 120

matched, 60
noncausal, 66
Nyquist, 54
whitened matched, 64
finite bandwidth, 12
finite duration, 12
finite field, 351

finite-impulse-response filter, 120, 122, 378
fixed-assignment multiaccess channel, 11

four-dimensional trellis code, 341
Fourier transform, 12, 353
discrete, 353
finite field, 361
inverse, 13

fractionally-spaced equalization, 125

frame, 47, 374
free distance, 390
euclidean, 319

free euclidean distance, 108, 319, 345, 390

free hamming distance, 390, 391
frequency

carrier, 5
frequency modulation, 5
frequency-domain signal, 12
frequency-hopping, 470
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frequency-hopping spread spectrum, 465
frequency-shift keying, 49, 50, 77
frontward—backward algorithm, 245
FSK modulation rule, 156
full width, 401
function
autocorrelation, 160
Bessel, 434
complementary error, 25
cross-correlation, 160
likelihood, 220
log-likelihood, 220
function space, 164

gain
asymptotic coding, 372
coding, 371
processing, 463

Galois field, 351, 357, 375

game theory, 453

gaussian density function, 24
bivariate, 24, 188, 190
univariate, 188

gaussian noise, 69

gaussian pulse, 22

gaussian random variable, 73

gaussian-noise channel, 72, 408

generalized function, 20

generalized likelihood function, 267, 296

generator, 331

generator matrix, 352
block code, 352
convolutional code, 381
trellis code, 323

generator polynomial, 355, 378
convolutional code, 379
partial response, 343

Golay code, 371

Golay complementary code, 293

Gosset lattice, 332

gradient
stochastic, 125

Gray code, 37, 80, 211

greatest common divisor, 382

Hadamard matrix, 213

half width, 401

Hamming code, 350, 369, 395

Hamming distance, 287, 350, 389

hard-decision channel, 349

hard-decision decoder, 371

hardlimiter, 272, 415, 418, 432, 450, 473
passband, 170, 433

hidden sequence, 113

hidden set, 113

Hilbert transform, 133
hypothesis testing, 58, 218

T and Q modulation rule, 156
image, 135

imaginary modulation component, 140

impairment, 131, 417

impulse function, 13, 20
discrete, 124

impulse response, 31

in-phase modulation component, 140

incomplete decoder, 395
index

modulation, 5, 313
inequality

Schwarz, 62, 64, 165

triangle, 165, 174
inference

maximum-likelihood, 218

maximum-posterior, 240
information, 371
information theory, 3, 8, 416, 454
integration

log-Bessel, 238

noncoherent, 236
intermediate frequency, 179
intersymbol interdependence, 218
intersymbol interference, 39, 94
inverse Fourier transform, 13
irreducible polynomial, 358
iterative decoding, 246

jammer, 449, 453
partial-band, 470
partial-message, 455

jammer channel, 453

jammer saddle point, 454

jamming margin, 463

jitter
timing, 252

Kronecker product, 213

late-gate sample, 265
lattice
dual, 331
four-dimensional, 332
Gosset, 332
hexagonal, 331
Leech, 332
Schlafli, 332
square, 331
two-dimensional, 331
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least-mean-square-error equalizer, 123 euclidean, 108
Leech lattice, 332 lattice, 331
length normalized, 149, 210
constraint, 97, 374, 380 signal constellation, 149
likelihood function, 220, 296 minimum euclidean distance, 108, 299
generalized, 267 trellis code, 318
likelihood statistic, 230 minimum Hamming distance, 384
linear channel, 31 minimum-shift keying, 153, 308
linear detector, 59 I and Q modulation, 153, 169
linear dispersion, 95 FSK modulation, 153
linear equalization, 96, 118 MSK modulation, 153
linear finite-impulse-response filter, 120 mixer, 136, 179, 450
local oscillator, 180, 271 mixing, 28, 135
controlled, 266, 271 modem, 2, 4,7
local replica correlator, 180 modem theory, 4
local replica sequence, 273 modified Bessel function, 190
locator decoder, 367 modified duobinary, 307, 343
log-Bessel function, 471 modulation, 1
log-likelihood function, 220 amplitude, 5
gaussian noise, 222 continuous-phase, 308
log-likelihood ratio, 221 four-dimensional, 295
loop frequency, 5
Costas, 272, 295 frequency-shift keying, 49
delay-locked, 278 pulse-amplitude, 37
phase-locked, 259 pulse-position, 50
lower sideband, 135 single-sideband, 171

modulation alphabet, 9
modulation component

magnetic storage system, 7 imaginary, 140
Manchester signaling, 55 in-phase, 140
margin quadrature, 140
jamming, 463 real, 140
marginal probability distribution, 102, 241 modulation index, 5, 313
marginalization, 242 modulation signaling
marker, 284 trellis-coded, 318
Maury-Styles, 287 modulation signaling waveform
QPSK, 295 trellis-coded, 318
Turyn, 287 modulation theorem, 14
Markov process, 102 modulation theory, 10
matched filter, 60, 65 modulation waveform, 33
passband, 176 multilevel, 36
whitened, 64 modulator, 7
matrix Viterbi, 233
check-polynomial, 381 monic polynomial, 355
generator, 331, 352 Morse code, 4
Hadamard, 213 multiaccess channel, 11
maximum-likelihood demodulator, 229 multiaccess communication, 11
maximum-likelihood principle, 102, 220, 241 multiaccess network, 11
maximum-posterior demodulator, 242 multiaccess signaling
maximum-posterior principle, 240 demand-assignment, 11
mean frequency-division, 11
gaussian, 25 time-division, 11
mean-square error, 120 multilevel signaling, 36, 44, 77
memoryless channel, 404 baseband, 35
memoryless noise, 408 passband, 147
minimum distance, 149, 331 multipath channel, 424

convolutional code, 389 multiplication, 351
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nearest neighbor, 79, 109, 210, 373
nearest-neighbor bound, 109
neighbor, 206
network

multiaccess, 11

telephone, 10
noise, 59

bandlimited, 476

memoryless, 408

phase, 252

thermal, 402

white, 64
noise burst, 474
noise figure, 402
noiseless discrete channel, 404
noncatastrophic, 382
noncoherent demodulator, 183
noncoherent integration, 236
noncoherent signaling

error rate, 192
nonlinearity

smooth, 444
nonreturn-to-zero, 35

inverse, 45
nonsystematic encoder, 355, 376
norm

signal space, 165
normalized minimum distance, 149, 210
NRZ inverse, 45
nuisance parameter, 267
number, 357
Nyquist criterion, 40
Nyquist filter, 54
Nyquist pulse, 39, 54, 55, 91
Nyquist sample, 39, 232
Nyquist sampling theorem, 408

offset QPSK, 146, 153
on—off keying, 35
demodulator, 69
noncoherent demodulator, 186
optical storage system, 7
orthogonal, 47
orthogonal pulse alphabet, 49, 159, 167, 168
passband, 159
orthogonal signaling waveform, 47, 161
passband, 161
oscillator
controlled local, 259
local, 180

parallel concatenation, 392

parallel concatenation puncturing, 392
Parseval’s theorem, 16, 223
partial-message jammer, 455

partial-response signaling, 299, 343, 348
dicode, 307
duobinary, 301, 306, 343
modified duobinary, 306, 343
partially-coherent channel, 212, 295
partition, 332
passband channel, 32, 131
passband hardlimiter, 433
passband modulation, 140
passband pulse, 132
passband signaling pulse, 159
passband waveform, 131, 140, 183
path distance, 231
peak interference, 120
phase estimation
decision-directed, 273, 275
sequential, 271
phase noise, 252, 422
phase offset, 183
phase trajectory, 309
phase-locked loop, 258
Costas, 275
first-order, 259
phase-modulated waveform, 308
phase-shift keying
binary, 33, 144
differential, 196, 337
eight-ary, 148
four-ary, 145
quadrature, 144
phonography, 2
Poisson sum formula, 17, 281
polarization, 294, 295
polynomial
error-locator, 367
generator, 355, 378
irreducible, 358
monic, 355
reciprocal, 293
postcoder, 46, 156, 157, 306
postdetected data, 287
posterior probability, 242
power density spectrum, 26, 52
baseband, 52
complex baseband, 151
jammer, 461
noise, 400
passband, 151
self-noise, 443
white noise, 64, 72
power spectrum, 12
power-limited channel, 49
precoder, 46, 156, 304
partial response, 343
predetected data, 287
prior probability, 242
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probability complex, 26
conditional, 241 covariance-stationary, 26
marginal, 241 cyclostationary, 52
posterior, 242 stationary, 26, 52
prior, 242 random variable
probability density function gaussian, 24
gaussian, 24, 188 range equation, 402
rayleigh, 189 rate, 374, 404
ricean, 190 ratio
probability of bit error, 69, 388 log-likelihood, 221
probability of symbol error rayleigh density function, 189, 237, 436
eight-ary PSK, 209 rayleigh fading channel, 427, 447
orthogonal signaling, 82 real modulation component, 140
simplex family, 84 received word, 9
processing gain, 463, 468 receiver, 1, 7
protocol reciprocal polynomial, 293
channel, 11 rectangular pulse, 18, 27
pseudorandom sequence, 467 Reed-Jain theorem, 434
pulse, 12 Reed-Solomon code, 354, 369, 395, 397, 474
chirp, 23 reference frequency, 133
duobinary, 301 region
finite chirp, 23 decision, 78, 206
gaussian, 22 Voronoi, 206
Nyquist, 39 repetition code, 461
passband, 132 replica sequence
rectangular, 18, 27 local, 273
sinc, 19 representation
trapezoidal, 27 complex baseband, 139
trianglular, 22 passband, 139
pulse alphabet ricean density function, 190, 196, 237

biorthogonal, 51

orthogonal, 49, 167

simplex, 49, 51, 54, 167
pulse-amplitude modulation, 37
pulse-position modulation, 50

saddle point
jammer, 454

sample
pulse-shape factor, 52 early-gate, 265
pulselet, 161 late-gate, 265

sampling theorem, 409
satellite transponder, 450

QPSK, 144, 174 Schlafli lattice, 332
offset, 146 Schwarz inequality, 62, 64, 165
phase locking, 274 self-noise, 442
quadrature amplitude constellation, 419 senseword, 9, 352
quadrature modulation component, 140 hard, 384
quadrature phase-shift keying, 144 soft, 9
offset, 146 separation principle, 3
quadrature-amplitude modulation, 150, 172 sequence
quantization, 3 Barker, 291, 474
quasi-stationary approximation, 445 signature, 467

synchronization, 291
training, 121, 274

radio, 4 sequence demodulation, 104
raised-cosine spectrum, 42, 55 error bound, 107

rake receiver, 425, 451 sequence distance, 101
random process, 26 Shannon capacity, 346, 409

circular, 27, 257 shift property, 14
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shift register
feedback, 376, 378
feedforward, 376

sideband, 135

signal
analytic, 133
frequency-domain, 12
time-domain, 12

signal constellation, 36, 77, 252, 317, 332
complex, 145, 148
eight-ary PSK, 345
four-ary, 36
four-ary PSK, 78, 79
four-dimensional, 332, 341
QAM, 148, 252,419
QPSK, 145
real, 35, 36
two-dimensional, 148, 317

signal exploiter, 453

signal impairment, 417

signal space, 164

signaling waveform, 49
amplitude-shift keying, 37
antipodal, 33, 43
binary FSK, 49, 470
binary orthogonal, 48
biorthogonal, 51, 54
code-shift keying, 50
continuous-phase, 308
differential PSK, 57
frequency-shift keying, 49, 50
Manchester, 55
M-ary multilevel, 77
M-ary orthogonal, 49, 470
minimum-shift keying, 153
multilevel, 36, 44, 77
nonreturn-to-zero, 35
on—off keying, 35
orthogonal, 47
partial-response, 299, 348
phase-modulated, 308
phase-shift keying, 33
pulse-amplitude, 37
pulse-position, 50

signature sequence, 467, 476

signature verification, 453

simplex pulse alphabet, 49, 51, 54, 167, 475

passband, 159

probability of error, 84
sinc function, 19
sinc pulse, 19, 40
single-sideband, 6
single-sideband waveform, 171
smooth nonlinearity, 444
soft senseword, 9, 393
soft-decision decoder, 371
softlimiter, 444, 448

source codestream, 8
spectral bit rate density, 346, 410, 463
spectrum, 12
amplitude, 12
passband waveform, 132
power, 12
spoofer, 453
spread spectrum, 291, 455, 461, 470
direct sequence, 467
frequency-hopping, 465, 469
spreading sequence, 467
square lattice, 331
stationary baseband noise, 59
stationary noise, 59
stationary random process, 26
statistic, 221
decision, 69, 72
sufficient, 221
stochastic gradient, 125
sublattice, 332

sufficient statistic, 221, 224, 229, 248, 288,

303, 473
superposition principle, 31
support, 12
symbol, 404
symbol error rate, 58
symbol splitting, 234, 458
symbol synchronization, 252, 276
symbol-spaced equalization, 125
synchronization
block, 252, 284
carrier, 252, 265
symbol, 252, 276
synchronization default, 286
synchronization error, 286
synchronization marker, 285
synchronization pulse, 291
syndrome, 353
systematic, 381
systematic encoder, 355, 376, 377
convolutional code, 377, 382
systematic form, 323, 351
systematic generator matrix
block code, 352
convolutional code, 381
trellis code, 323, 324

telegraphy, 4

telephone, 4

telephone channel, 54, 168, 344
telephone line modem, 54
telephone network, 10
telephony, 2

television, 3, 4
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theorem

convolution, 16

delay, 14

energy, 15

modulation, 14

Nyquist sampling, 408

Parseval, 16

Reed—Jain, 434

Van Vleck—Middleton, 439
thermal noise, 402
threshold, 59
time slot, 11
time-division multiaccess signaling, 11
time-domain signal, 12
timewidth, 12, 164, 167, 291
timing jitter, 252, 283
timing recovery

bandedge, 297
Toeplitz matrix, 368
training sequence, 121, 274
transfer function, 31

transform
Fourier, 12
Hilbert, 133

inverse Fourier, 13
transmitter, 1, 7
transponder, 450
tree code, 374
trellis, 46
labeled, 47
trellis code, 325, 340, 374
differential, 337
four-dimensional, 341
two-dimensional, 341
trellis-coded modulation signaling, 318
triangle inequality, 165, 174
triangular pulse, 22
trigonometric identity, 134, 135
turbo code, 246
turbo equalization, 393
two-dimensional trellis code, 341
two-way algorithm, 245

Ungerboeck code, 318
union bound, 81, 111, 113
extended, 114
up-conversion, 142
upper sideband, 135

Van Vleck—Middleton theorem, 439, 445
variance
gaussian, 24
verification, 453
signature, 453
vestigial-sideband, 6
virtual channel, 10
Viterbi algorithm, 103, 229, 300, 308, 315
voltage-controlled oscillator, 259
volume, 331
lattice cell, 331
Voronoi region, 206, 331
voting system, 477

waveform
amplitude-shift keying, 37
antipodal signaling, 33
binary orthogonal, 48
complex baseband, 139
continuous-phase, 299, 308, 313
frequency hopping, 470
M-ary orthogonal, 49
minimum-shift keying, 153, 308
multilevel, 36
nonreturn-to-zero, 35
on—off keying, 35
partial-response, 299
passband, 131, 183
phase-modulated, 308
phase-shift keying, 33
pulse-amplitude, 37
single-sideband, 171
trellis-coded, 299

waveform channel, 31, 131, 408

weight, 114

white gaussian noise, 409

white noise, 64, 72

whitened matched filter, 64

whitening filter, 222

width
full, 401
half, 401

write equalization, 119

zero-forcing equalization, 119
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