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Abstract

Web Usage Mining is that area of Web Mining which deals with the extraction of interesting knowledge
from logging information produced by Web servers. In this paper we present a survey of the recent devel-

opments in this area that is receiving increasing attention from the Data Mining community.
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1. Introduction

The World Wide Web is an immense source of data that can come either from the Web content,
represented by the billions of pages publicly available, or from the Web usage, represented by the
log information daily collected by all the servers around the world. Web Mining [1] is that area of
Data Mining which deals with the extraction of interesting knowledge from the World Wide Web.
More precisely [2], Web Content Mining is that part of Web Mining which focuses on the raw
information available in Web pages; source data mainly consist of textual data in Web pages
0169-023X/$ - see front matter � 2004 Elsevier B.V. All rights reserved.

doi:10.1016/j.datak.2004.08.001

* Corresponding author.

E-mail addresses: facca@elet.polimi.it (F.M. Facca), lanzi@elet.polimi.it (P.L. Lanzi).

mailto:facca@elet.polimi.it 
mailto:lanzi@elet.polimi.it 


226 F.M. Facca, P.L. Lanzi / Data & Knowledge Engineering 53 (2005) 225–241
(e.g., words, but also tags); typical applications are content-based categorization and content-based

ranking of Web pages. Web Structure Mining is that part of Web Mining which focuses on the
structure of Web sites; source data mainly consist of the structural information present in Web
pages (e.g., links to other pages); typical applications are link-based categorization of Web pages,
ranking of Web pages through a combination of content and structure (e.g. [3]), and reverse engi-
neering of Web site models. Web Usage Mining is that part of Web Mining which deals with the
extraction of knowledge from server log files; source data mainly consist of the (textual) logs that
are collected when users access Web servers and might be represented in standard formats (e.g.,
Common Log Format [4], Extended Log Format [5], LogML [6]); typical applications are those
based on user modeling techniques, such as Web personalization, adaptive Web sites, and user
modeling.

The recent years have seen the flourishing of research in the area of Web Mining and specifi-
cally of Web Usage Mining. Since the early papers published in the mid 1990s, more than 400
papers on Web Mining have been published; more or less 150 papers, of the overall 400, have been
published before 2001; around 50% of these papers regarded Web Usage Mining. The first work-
shop entirely on this topic, WebKDD, was held in 1999. Since 2000, the published papers on Web
Usage Mining are more than 150 showing a dramatic increase in the interest for this area.

There are a number of papers which provide an overview of what has happened in the area of
Web Mining since 1996. Ref. [2] defines Web Mining, providing the categorization in Web Con-
tent Mining, Web Structure Mining, and Web Usage Mining; then it provides a survey mainly
focused on the results in the area of Web Content Mining. Ref. [7] presents a survey of the re-
search in the area of Web Usage Mining with a main focus on the available commercial solutions
and on the WebSIFT project [8] (formerly known as Webminer). Recently, [9] has presented an
overview of the Soft Computing techniques (e.g., neural networks, fuzzy logic, genetic algorithms,
and rough sets) used in Web Mining applications with a specific focus on Web Content Mining;
some examples of applications of this technique to Web Usage Mining are also presented.

This paper is a survey of the recent developments in the area of Web Usage Mining. In con-
trast with [2,7,9], we focus only on Web Usage Mining, specifically on the research results re-
ported in the literature since 2000 and on the software currently available. This survey is
based on more than 150 papers published since 2000 on the topic of Web Usage Mining. Since
it is not possible to cite them all here we provide an on-line bibliography at [10]. The paper is
organized as follows. Initially, we discuss the different types of Web usage data that can be col-
lected from user navigation (Section 2). Then we focus on the preprocessing of collected log data
(Section 3) in which Web logs are filtered for different purposes, such as, to sort out uninteresting
data (e.g., access from Web spiders), to identify user sessions (e.g., by means of cookies), to store
data into a relational database, or to provide a structure adequate to the next mining step. Next
we overview two topics of Web Usage Mining which provide orthogonal viewpoints: the mining
techniques (Section 4) and the applications (Section 5). In Section 6, we discuss the commercial
and public software packages currently available for performing Web Usage Mining tasks. In
Section 7, we provide a crossreference among the typical Web Usage Mining applications, the
techniques employed, and the class of data sources involved. In Section 8, we discuss the privacy
issues that arise when using Web Usage Mining applications that can accurately track users
behavior. Finally, in Section 9 we present what we believe to be the future research trends in this
area.



F.M. Facca, P.L. Lanzi / Data & Knowledge Engineering 53 (2005) 225–241 227
2. Data sources

Web Usage Mining applications are based on data collected from three main sources: (i) Web
servers, (ii) proxy servers, and (iii) Web clients.

The server side. Web servers are surely the richest and the most common source of data. They
can collect large amounts of information in their log files and in the log files of the databases they
use. These logs usually contain basic information e.g.: name and IP of the remote host, date and
time of the request, the request line exactly as it came from the client, etc. This information is usu-
ally represented in standard format e.g.: Common Log Format [4], Extended Log Format [5],
LogML [4]. Sometimes databases are used instead of text files to store log information so to im-
prove querying of massive log repositories [11,12].

When exploiting log information from Web servers, the major issue is the identification of
users� sessions, i.e., how to group all the users� page requests (or click streams) so to clearly iden-
tify the paths that users followed during navigation through the web site. This task is usually quite
difficult and it depends on the type of information available in log files. The most common ap-
proach is to use cookies to track down the sequence of users� page requests (see [13] for an over-
view of cookie standards). If cookies are not available, various heuristics [14] can be employed to
reliably identify users� sessions. Note however that, even if cookies are used, it is still impossible to
identify the exact navigation paths since the use of the back button is not tracked at the server
level [15]. Section 3 overviews the techniques currently employed to tackle these problems.

Apart from Web logs, users� behavior can also be tracked down on the server side by means of
TCP/IP packet sniffers. Even in this case the identification of users� sessions is still an issue, but the
use of packet sniffers provides some advantages [16]. In fact: (i) data are collected in real time; (ii)
information coming from different Web servers can be easily merged together into a unique log;
(iii) the use of special buttons (e.g., the stop button) can be detected so to collect information usu-
ally unavailable in log files. Notwithstanding the many advantages, packet sniffers are rarely used
in practice. Packet sniffers raise scalability issues on Web servers with high traffic [16], moreover
they cannot access encrypted packets like those used in secure commercial transactions (through
the Secure Socket Layer). Unfortunately, this limitation turns out to be quite severe when apply-
ing Web Usage Mining to e-businesses [17].

Probably, the best approach for tracking Web usage consists of directly accessing the server
application layer, as done in [18]. Unfortunately, this is not always possible. First, there are issue
related to the copyright of server applications. Most important, following this approach, Web
Usage Mining applications must be tailored for the specific servers and have to take into account
the specific tracking requirements.

The proxy side.Many Internet Service Providers (ISPs) give to their customer proxy server serv-
ices to improve navigation speed through caching. In many respects, collecting navigation data at
the proxy level is basically the same as collecting data at the server level. The main difference in
this case is that proxy servers collects data of groups of users accessing huge groups of web servers.
Even in this case, session reconstruction is difficult and not all users� navigation paths can be iden-
tified. However, when there is no other caching between the proxy server and the clients, the iden-
tification of users� sessions is easier.

The client side. Usage data can be tracked also on the client side by using Javascript, Java ap-
plets [19], or even modified browsers [20]. These techniques avoid the problems of users� sessions
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identification and the problems caused by caching (like the use of the back button). In addition,
they provide detailed information about actual user behaviors [15]. However, these approaches
rely heavily on the users cooperation and raise many issues concerning the privacy laws, which
are quite strict (see Section 8).
3. Preprocessing

Data preprocessing has a fundamental role in Web Usage Mining applications. Ref. [21] notices
that even if preprocessing techniques are widely used in Web Usage Mining, the literature on this
topic is still quite limited, and that the most complete reference on preprocessing [22] dates back to
1999.

The preprocessing of Web logs is usually complex and time demanding. It comprises four dif-
ferent tasks: (i) the data cleaning, (ii) the identification and the reconstruction of users� sessions,
(iii) the retrieving of information about page content and structure, and (iv) the data formatting.

Data cleaning. This step consists of removing all the data tracked in Web logs that are useless
for mining purposes [23,21] e.g.: requests for graphical page content (e.g., jpg and gif images); re-
quests for any other file which might be included into a web page; or even navigation sessions per-
formed by robots and Web spiders. While requests for graphical contents and files are easy to
eliminate, robots and Web spiders navigation patterns must be explicitly identified. This is usually
done for instance by referring to the remote hostname, by referring to the user agent, or by check-
ing the access to the robots.txt file. However, some robots actually send a false user agent in HTTP
request. In these cases, an heuristic based on navigational behavior can be used to separates robot
sessions from actual users� sessions (see [24,25]). E.g. in [25] is evidenced that search engine nav-
igational paths are characterized by breadth first navigation in the tree representing the Web site
structure and by unassigned referrer (the referrer gives the site that the client reports having been
referred from). The heuristic proposed is based on the previous assumption and a classification of
navigations. Well known robots� navigational paths are used to train the classifier, and the model
obtained is used to classify further navigational sessions even if there is no a priori knowledge
about the user agent that generated them.

Session identification and reconstruction. This step consists of (i) identifying the different users�
sessions from the usually very poor information available in log files and (ii) reconstructing the
users� navigation path within the identified sessions. The complexity of this step can vary a lot
depending on the quality and on the quantity of the information available in the Web logs [7].

Most of the problems encountered in this phase are caused by the caching performed either by
proxy servers either by browsers. Proxy caching causes a single IP address (the one belonging to
the proxy Server) to be associated with different users� sessions, so that it becomes impossible to
use IP addresses as users identifiers. This problem can be partially solved by the use of cookies
[26], by URL rewriting [27], or by requiring the user to log in when entering the Web site [21].
A cookie is a piece of information sent by a Web server to a Web browser. This information is
stored on the user�s computer as a text file. Cookies may contain a lot of information about users,
among them the one we are interested in is the session identifier. This information can be asked by
the Web server every time a user asks for a Web page and stored in the Web log together with the
page request. There are situations, however, where cookies will not work. Some browsers, for
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example, do not support cookies. Other browsers allow the user to disable cookie support. In such
cases, URL rewriting can be used to track the user�s session by including the session ID in URLs.
URL rewriting involves finding all links that will be written back to the browser, and rewriting
them to include the session ID. For example, a link such as <a href="/store/catalog">
can rewritten as <a href="/store/catalog;jsessionid=DA32242SSGE2"> so as to in-
clude the session ID information, i.e., DA32242SSGE2. Hence every time a user click on a link in
the page, the rewritten form of the URL is sent to the server and stored in the Web log.

Web browser caching is a more complex issue. Logs fromWeb servers cannot include any infor-
mation about the use of the back button. This can generate inconsistent navigation paths in the
users� sessions. However, by using additional information about the Web site structure is still pos-
sible to reconstruct a consistent path by means of heuristics. For example as reported in [22] if a
page request is made, and this page request is not directly linked to the previous page request, the
referrer log can be checked to see from what page the request came from. If the page is in the
user�s recent history request is possible to assume that the user used the back button. And then
based on this assumption is possible to reconstruct a complete and consistent navigational path.
To solve both proxy and web caching issues, IBM has introduced within SurfAid [28] a Javascript
called Web Bug which has to be included in each Web page. Every time the Web page is loaded,
Web Bug sends a request to the server asking for a 1 · 1 pixel image; the request is generated with
parameters identifying the Web page containing the script and a numeric random parameter; the
overall request cannot be cached neither by the proxy neither by the browser but it is logged by
the Web server so as to solve caching problems [21,28].

Because the HTTP protocol is stateless, it is virtually impossible to determine when a user actu-
ally leaves the Web site in order to determine when a session should be considered finished. This
problem is referred to as sessionization. Ref. [14] described and compared three heuristics for the
identification of sessions termination; two were based on the time between users� page requests,
one was based on information about the referrer. Ref. [29] proposed an adaptive time out heuris-
tic. Ref. [22] proposed a technique to infer the timeout threshold for the specific Web site. Other
authors proposed different thresholds for time oriented heuristics based on empiric experiments.
The most commonly used timeout threshold is 25.5min (or near values) which was proposed in
[20].

Content and structure retrieving. The vast majority of Web Usage Mining applications use the
visited URLs as the main source of information for mining purposes. URLs are however a poor
source of information since, for instance, they do not convey any information about the actual
page content. Ref. [22] has been the first to employ content based information to enrich the
Web log data. Ref. [22] introduced an additional categorization step in which Web pages are clas-
sified according to their content type; this additional information is then exploited during the min-
ing of Web logs. If an adequate classification is not known in advance, Web Structure Mining
techniques can be employed to develop one. As in search engines, Web pages are classified accord-
ing to their semantic areas by means of Web Content Mining techniques; this classification infor-
mation can then be used to enrich information extracted from logs. For instance, [30] proposes to
use Semantic Web for Web Usage Mining: Web pages are mapped onto ontologies to add mean-
ing to the frequently observed paths. Given a page in the Web site, we must be able to extract
domain-level structured objects as semantic entities contained in this page. This task may involve
the automatic extraction and classification of objects of different types into classes based on the
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underlying domain ontologies. The domain ontologies themselves may be pre-specified, or may be
learned automatically from available training data [31]. Given this capability, the transaction data
can be transformed into a representation which incorporates complex semantic entities accessed
by users during a visit to the site. Ref. [32] introduces concept-based paths as an alternative to
the usual user navigation paths; concept-based path are a high level generalization of usual path
in which common concepts are extracted by means of intersection of raw user paths and similarity
measures. Ref. [33] proposes the use of information scent to improve the results of user modeling.
The idea of information scent is borrowed from Web Content Mining and Web Structure Mining.
Information scent [33] is defined as the ‘‘imperfect, subjective perception of the value and cost of
information sources obtained from proximal cues, such as Web links, or icons representing the con-

tent sources’’. Ref. [34] presents experimental results showing that proper preprocessing cannot be
performed without the use of additional information about the content and structure of the Web
site, and that this information greatly improves the effectiveness of pattern analysis processes.

Data formatting. This is the final step of preprocessing. Once the previous phases have been
completed, data are properly formatted before applying mining techniques. Ref. [35] stores data
extracted from Web logs into a relational database using a click fact schema, so as to provide bet-
ter support to log querying finalized to frequent pattern mining. Ref. [11] introduces a method
based on signature tree to index log stored in databases for efficient pattern queries. A tree struc-
ture named WAP-tree is also introduced in [36] to register access sequence to Web pages, this
structure is optimized to exploit the sequence mining algorithm developed by the same authors
[36]. Ref. [37] stores log data in another tree structure, the FBP-tree, to improve sequence pattern
discovery. Ref. [38] uses a cube-like structure to store session information, to improve the extrac-
tion of cube slices used by clustering techniques.
4. Techniques

Most of the commercial applications of Web Usage Mining exploit consolidated statistical
analysis techniques. In contrast, research in this area is mainly focused on the development of
knowledge discovery techniques specifically designed for the analysis of Web usage data. Most
of this research effort focuses on three main paradigms: association rules, sequential patterns,
and clustering (see [39] for a detailed description of these techniques).

Association rules. These are probably the most elementary data mining technique and, at the
same time, the most used technique in Web Usage Mining. Association rules are implications
of the form X) Y where the rule body X and the rule head Y are set of items within a set of trans-
actions. The rule X) Y states that the transactions which contain the items in X are likely to con-
tain also the items in Y. When applied to Web Usage Mining, association rules are used to find
associations among Web pages that frequently appear together in users� sessions. The typical re-
sult has the form:
\A:html; B:html ) C:html"
which states that if a user has visited page A.html and page B.html, it is very likely that in the same
session the same user has also visited page C.html. This type of result is for instance produced by
[12] and [40] by using a modification of the Apriori algorithm [39]. Ref. [41] proposes and
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evaluates measures of interest to evaluate the association rules mined from Web usage data. Ref.
[42] exploits a mixed technique of association rules and fuzzy logic to extract fuzzy association
rules from Web logs.

Sequential patterns are used to discover frequent subsequences among large amount of sequen-
tial data. In Web Usage Mining, sequential patterns are exploited to find sequential navigation
patterns that appear in users� sessions frequently. The typical sequential pattern has the following
form [43]: the 70% of users who first visited A.html and then visited B.html afterwards, have also
accessed page C.html in the same session. Sequential patterns might appear syntactically similar to
association rules; in fact algorithms to extract association rules can also be used for sequential
pattern mining. However, sequential patterns include the notion of time, i.e., at which point of
the sequence a certain event happened. In the above example, pages A, B, and C appears sequen-
tially, one after another, in the user sessions; in the previous example on association rules, infor-
mation about the event sequence is not considered.

There are essentially two class of algorithms that are used to extract sequential patterns: one
includes methods based on association rule mining; the other one includes methods based on
the use of tree structures and Markov chains to represent navigation patterns. Some well-known
algorithms for mining association rules have been modified to extract sequential patterns. For in-
stance, [41,44] used AprioriAll and GSP, two extensions of the Apriori algorithm for association
rules mining [39]. Ref. [36] argues that algorithms for association rule mining (e.g., Apriori) are
not efficient when applied to long sequential patterns, which is an important drawback when
working with Web logs. Accordingly, [36] proposes an alternative algorithm in which tree struc-
tures (WAP-tree) are used to represent navigation patterns. The algorithm (WAP-mine) [36] and
the data structure (WAP-tree), specifically tailored for mining Web access patterns, WAP-mine
outperforms other Apriori-like algorithms [36] like GSP. Tree structures are also used in [37].
Ref. [44] provides a comparison of different three sequential pattern algorithms applied to Web
Usage Mining. The comparison includes (i) PSP+, an evolution of GSP, based on candidate gen-
eration and test heuristics, (ii) FreeSpan [45], based on the integration of frequent sequence mining
and frequent pattern mining, and the newly proposed (iii) PrefixSpan [46] that uses an approach
based on data projection. The results of the comparison [44] show that PrefixSpan outperforms
the other two algorithms and offers very good performance even on long sequences. Ref. [47] pro-
poses an hybrid method: data are stored in a database according to a so-called Click Fact Schema;
an Hypertext Probabilistic Grammar (HPG) is generated by querying the databases; HPGs rep-
resent transitions among Web pages through a model which shares many similarities with Markov
chains. The frequent sequential patterns are mined through a breadth first search over the hyper-
text probabilistic grammar. HPGs were first proposed in [48], and later improved in [47] where
some scalability issues of the original proposal have been solved.

Clustering techniques look for groups of similar items among large amount of data based on a
general idea of distance function which computes the similarity between groups. Clustering has
been widely used in Web Usage Mining to group together similar sessions [19,49,38,32]. Ref.
[50] was the first to suggest that the focus of Web Usage Mining should be shifted from single user
sessions to group of user sessions; Ref. [50] was also the first to apply clustering for identifying
such cluster of similar sessions. Ref. [32] proposes similarity graph in conjunction with the time
spent on Web pages to estimate group similarity in concept-based clustering. Ref. [51] uses se-

quence alignment to measure similarity, while [50] exploits belief functions. Ref. [52] uses Genetic
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Algorithms [53] to improve the results of clustering through user feedback. Ref. [54] couples
Fuzzy Artificial Immune System and clustering techniques to improve the users� profiles obtained
through clustering. In [55], clustering is based both on user navigation patterns, on additional
information about the user, and on a mixture of hidden Markov models. Ref. [49] applies
multi-modal clustering, a technique which build clusters by using multiple information data fea-
tures. Ref. [56] presents an application of matrix clustering to Web usage data. Ref. [57] combines
association rule mining and clustering into a method called association rule hypergraph partition-

ing. First, association rules are used to extract frequent patterns from user sessions; then the fre-
quent patterns are used to build a graph in which: (i) nodes are the visited Web pages, (ii) edges
connect two or more nodes if there is a frequent pattern which contains the pages represented by
the nodes; (iii) edges are weighted depending on the relevance of patterns connecting the nodes.
Note that this defines an hypergraph since an edge can connect more than two nodes. The hyper-
graph is recursively partitioned in clusters to identify interesting group of users� behaviors.
5. Applications

The general goal of Web Usage Mining is to gather interesting information about users navi-
gation patterns (i.e., to characterize Web users). This information can be exploited later to im-
prove the Web site from the users� viewpoint. The results produced by the mining of Web logs
can used for various purposes [7]: (i) to personalize the delivery of Web content; (ii) to improve
user navigation through pre-fetching and caching; (iii) to improve Web design; or in e-commerce
sites (iv) to improve the customer satisfaction.

Personalization of web content. Web Usage Mining techniques can be used to provide person-
alized Web user experience. For instance, it is possible to anticipate the user behavior in real time
by comparing the current navigation pattern with typical patterns which were extracted from past
Web log. In this area, recommendation systems are the most common application; their aim is to
recommend interesting links to products which could be interesting to users [58,42,59,60]. Person-
alized Site Maps [61] are an example of recommendation system for links (see also [43]). Ref. [62]
proposed an adaptive technique to reorganize the product catalog according to the forecasted user
profile. An approach to integrate domain ontologies into the personalization process based on
Web Usage Mining is proposed in [63], including an algorithm to construct domain-level aggre-
gate profiles from a collection of semantic objects extracted from user transactions. A survey on
existing commercial recommendation systems, implemented in e-commerce Web sites, is presented
in [64].

Pre-fetching and caching. The results produced by Web Usage Mining can be exploited to im-
prove the performance of Web servers and Web-based applications. Typically, Web Usage Min-
ing can be used to develop proper pre-fetching and caching strategies so as to reduce the server
response time, as done in [65–67,40,68].

Support to the design. Usability is one of the major issue in the design and implementation of
Web sites. The results produced by Web Usage Mining techniques can provide guidelines for
improving the design of Web applications. Ref. [69] uses stratograms to evaluate the organization
and the efficiency of Web sites from the users� viewpoint. Ref. [70] exploits Web Usage Mining
techniques to suggest proper modifications to Web sites. Adaptive Web sites represents a further
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step. In this case, the content and the structure of the Web site can be dynamically reorganized
according to the data mined from the users� behavior [71,72].

E-commerce.Mining business intelligence fromWeb usage data is dramatically important for e-
commerce Web-based companies. Customer Relationship Management (CRM) can have an effec-
tive advantage from the use of Web Usage Mining techniques. In this case, the focus is on business
specific issues such as: customer attraction, customer retention, cross sales, and customer depar-
ture [73,18,74].
6. Software

There are many commercial tools which perform analysis on log data collected from Web serv-
ers. Most of these tools are based on statistical analysis techniques, while only a few products
actually exploit Data Mining techniques. With respect to Web Mining commercial tools, it is
worth noting that since the review made in [7], the number of existing products almost doubled.
Companies which sold Web Usage Mining products in the past, have disappeared (e.g., Andr-
omeda�s Aria); others have been bought by other companies. In most cases, Web Usage Mining
tools have become part of integrated Customer Relation Management (CRM) solutions for e-
commerce (e.g., [75] and [76]). In some cases, Web Usage Mining tools are simple Web log ana-
lyzers (e.g., [77–79]). One software developed in a research environment, WUM [80], appears to be
at an interesting maturity level; WUM has currently reached the version 7.0.

Accrue [76] offers a complete suite of software packages dedicated to Web analytics. The most
advanced, Accrue G2 [81], offers a hybrid OLAP technology, based on IBM DB2, that allows
advanced information extraction and integration from different sources (e.g. CRM data, Web
server logs, transaction logs, etc.). Accrue G2 appears to be well suited for large companies since
it is scalable and can be widely personalized. Accrue Insight 5 [82] is oriented towards Web anal-
ytics for e-business and offers solutions to maximize the effectiveness of content, e-commerce,
advertising, and affiliate programs. Pilot HitList [83], acquired by Accrue through the acquisition
of PilotSoftware, offers an efficient Web analytics software for medium size companies. All these
products provide data mining tools for user profiling. Lumio�s Recognition [84] is a complete e-
business solution for Web analytics. Re:cognition provides different approaches to track users
behavior: (i) cookies and Web logs, from the Web server side, (ii) Javascript and Java Applets,
from the client side, and even more advanced techniques including (iii) packet sniffer, proxy ser-
ver logging, etc. NetTracker [78], by Sane Solutions, is a family of tools for Web analytics. The
advanced editions are suited for e-business analysis and allow integrations with CRM solutions.
Sane also offers a service for remote Web analysis based on NetTracker solution. Elytics Analysis
Suite [85] integrates Web log data with data from the client side and combines them with differ-
ent user metrics. E.piphany E.6 [86] is a complete CRM solution that includes tools for Web log
and transaction log analysis. NetIQ�s WebTrends Log Analyzer Series [77] provides Web traffic
reporting for the small business. Thanks to the join with NetGenesis, SPSS offers a complete
Web analytic solution that integrates NetGenesis Web analytics [87] and SPSS Clementine in
SPSS Predictive Web Analytics [88]. WebSideStory offers HitBox [75], a suite of products that
includes different solutions for tracking users behavior, ranging from simple statistics to very
complete solutions for big companies including e-business oriented analysis. Ad-hoc Javascript
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code. IBM provides a family of on-line services called Surfaid Analytics [28] that allow the filter-
ing and integration of Web log, commerce server, registration and other data into a database of
profiles. These profiles are subsequently used for producing standardized reports as well as per-
forming OLAP operations. Data can be collected both from Web logs and using Javascript
based on techniques developed by IBM. Quest�s Funnel Web Analyzer [79] is available both with
a free license and with a commercial license. The former version offers basic statistical reports,
the latter one offers advanced features based on data mining techniques. WebHound [89] is the
Web analytic tool developed by SAS. It extracts information from Web logs and performs
click-stream analysis. SAS offers also an on-line Web analytic service, SAS IntelliVisor [90],
developed for e-business oriented analysis of Web sites. Different versions of the service for three
different market areas are available: Financial Services, Pharmaceuticals, and Retail. Megaputer
WebAnalyst [91] is a complete application server that integrates with existing Web servers to pro-
vide advanced Web usage analysis. The application server acts as a sort of proxy between the
clients and the actual Web server. The application server instead of the Web server intercepts
the page requests and after a processing step it forwards the page requests to the actual Web
server. The page forwarded from the server is again intercepted by the application server before
being sent to the client who issued the page request. Prudsys� ECOMMINER [92] is oriented to-
ward e-business and integrates data from Web logs with server side transactional data. It has
been developed for two specific e-commerce platforms: InterShop [93] and Logisma Business
Webstore [94].
7. From techniques to applications

When facing a Web Usage Mining task, the main issue is how to determine which technique is
most suited for the current problem setting. As in most of the application domains, also in Web
Usage Mining there is not a unique answer for such a question. In the previous two sections we
have overviewed the most used techniques and the main application settings in Web Usage Min-
ing research. Generally any technique can be suitable in any of the four applications area we dis-
cussed: (i) Personalization of Web Content; (ii) Pre-fetching and Caching; (iii) Support to Desing;
(iv) E-commerce. For instance, in [95] a divisive hierarchical clustering technique is used to group
Web site users according to their interests and then to personalize the Web Content according to
the group to which the user belongs. In [21] both sequential patterns and clustering techniques are
applied to Personalization of Web Content. Clustering is used to group together similar user ses-
sion, while Sequential patterns by means of Markov chains are used to predict the users behavior.
Ref. [96] uses association rules for recommender systems. In [40] association rules are used to ad-
dress the problem of Caching and Pre-fetching. To address the same problem [67] uses a classifier
based on sequential patterns. Ref. [43] uses sequential patterns to create dynamic adaptive Web
sites. In [70] classifiers are used to classify Web pages according to users� navigation and then clas-
sified pages are used to reorganize the Web site structure. Ref. [73] presents how different data
mining techniques—namely association rules, sequential patterns, classification and clustering—
can be used for customer segmentation and profiling in e-commerce applications. In Table 1
we summarize the applications and the techniques used in the reviewed researches so as to provide
a birdseye view of the field and a short guide about how the techniques are coupled to the



Table 1

Web Usage Mining: a reference between applications, techniques, and data sources

Paper Application Technique Data source

[21] Personalization Clustering, Association rules, Relational Markov Models Web Server

[63] Personalization Clustering Web Server

[15] Personalization Client

[71] Personalization Fuzzy Clustering Web Server

[95] Personalization Clustering Web Server

[96] Personalization Association rules Web Server

[57] Personalization Association rules, Clustering Web Server

[50] Personalization Clustering Web Server

[97] Personalization Clustering, Sequential patterns Web Server

[98] Caching Classifiers, Association rules, Sequential patterns Proxy Server

[66] Caching Association rules Web Server

[67] Caching Association rules, Classifiers Web Server

[99] Caching Association rules Proxy Server

[68] Caching Markov Models Web Server

[100] Caching Association rules Web Server

[101] Design Markov Models Web Server

[69] Design Classifiers, Sequential patterns Web Server

[70] Design Classifiers Web Server

[102] Design Sequential patterns Web Server

[103] Design Sequential patterns Web Server

[104] Design Markov Models Web Server

[18] E-commerce Web Server

[73] E-commerce Classifiers, Association rules, Sequential patterns Web Server

[105] E-commerce Clustering Web Server

[51] E-commerce Fuzzy Logic, Clustering, Genetic Algorithms Web Server
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application domains. It can be noted that there is no strict correlation between techniques and
application domain. Most of the approaches are used in most of the domains.
8. Privacy issues

Web Usage Mining tools integrate different data sources (Web logs, cookies data, as well as per-
sonal data) to accurately track users behavior. This raises the issue of users privacy, a topic that is
currently highly relevant for the whole data mining area. The European Union, the United States,
and other countries are publishing very strict laws about privacy [106]. In the Web Mining con-
text, [7] was the first to discuss users privacy as a relevant and sensitive issue. But in general, this
topic is rarely discussed in research papers proposing advanced Web Usage Mining techniques. In
[64,74] privacy concerns linked to Web Personalization are discussed. One of the main proposal to
deal with privacy issues in the Web area is the Platform for Privacy Preferences or P3P [107]. The
purpose of the P3P standard is to enable Web sites to express their privacy practices in a stand-
ardized format that can be automatically retrieved and interpreted by user agents. Note however,
that P3P does not solve the privacy issue completely since it does not provide any mechanism to
ensure that visited Web sites will actually act according to their declared policies. In addition, P3P
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does not address the issue of using data mining techniques over users data. User profiling is very
important for many e-business applications, being probably the most relevant area in Web Usage
Mining. To solve the related privacy issues, researchers have also tackled the problem as the pos-
sibility to develop effective user models without accessing precise information available in individ-
ual data records so as to not violating users� privacy. This approach was first presented in
[108,109] with a specific focus on decision tree techniques; later [110,111] extended the focus to
Association rules. However, no papers have yet proposed approaches or solutions that would take
into account the privacy from Web Usage Mining viewpoint.
9. Future trends

There are a number of open issues in Web Usage Mining area. In many practical applications,
due to the introduction of stricter laws, privacy respect represents a big challenge. Anyway we be-
lieve that the most interesting research area deals with integration of semantics within Web site
design so to improve the results of Web Usage Mining applications. Indeed, with the growing
interest in the notion of Semantic Web, an increasing number of sites use structured semantics
and domain ontologies as part of the site design, creation, and content delivery. The primary chal-
lenge for the next-generation of personalization systems will regard the integration of semantic
knowledge from domain ontologies into the various parts of the process, including the data prep-
aration, pattern discovery, and recommendation phases. Efforts in this direction are likely to be
the most fruitful in the creation of much more effective Web Usage Mining and personalization
systems that are consistent with emergence and proliferation of the Semantic Web. We believe
that the approach presented in [112] is one of the most promising in the ongoing researches.
The authors present a framework that integrates the design and the development of Web appli-
cations with the analysis of Web usage. The approach proposed is based on the adoption of
the Web Modeling Language (WebML), and its supporting CASE tool WebRatio, for the design
and the development of Web applications. The use of an application conceptual schema expressed
in WebML, and the integration of WebRatio with advanced logging techniques allow the devel-
opment of Web applications that produce rich Web logs containing information not commonly
available with other approaches.
10. Summary

We presented a survey of the recent developments in the area of Web Usage Mining. The survey
is based on the more than 150 papers published since 2000 on this topic. As it was not possible to
cite all the papers here, we refer the interested reader to the Web Mining on-line bibliography
hosted on the cInQ project Web site [10].
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